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Foreword

The CC Project Sponsoring Organisations are pleased to provide this version 2.0 draft of the
Common Criteria for Information Technology Security Evaluation. This version is to be used b
CC Project Sponsoring Organisations for their internal review. It will also be made availab
information purposes to ISO/IEC, JTC 1, SC27/WG3 experts via the NIST website (see b
As previously agreed with WG3, the Common Criteria Implementation Board (CCIB) 
continue to develop this document though early April, 1998. Version 2.0 pre-final will be released
at that time, made available to WG 3 experts via the NIST website, and will also be provi
paper form at the WG3 meeting in Stockholm, Sweden. 
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However, the CC Project Sponsoring Organisations retain the right to use, copy, distribute
or modify the CC as they see fit.
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Annex A

Security functional requirements application 
notes

1 This annex contains informative guidance for the families and components f
in the main body of Part 2 which may be required by users, developers or eval
to use the components. To facilitate finding the appropriate information,
presentation of the classes, families and components in this annex are similar
main body of Part 2. The class, family, and component structures in this a
differ from that found in the main body of Part 2 since this annex is concerned
only those sections which are informative.

A.1 Overview

2 This section defines the content and presentation of the notes related to func
requirements of the CC. It provides guidance on the organisation of
requirements for the supporting information provided for new components t
included in a security target and to be evaluated.

A.1.1 Class structure

3 Figure A.1 below illustrates the functional class structure in this annex
diagrammatic form.

Figure A.1 - Functional class structure
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A.1.1.1 Class name

4 This is the unique name of the class defined in Part 2 of the CC.

A.1.1.2 Class introduction

5 The class introduction in this annex provides information about the constru
rules to use families and components of the class to set up a consistent PP
functional packages. This information is completed with the informative diag
that describes the organisation of each class with the families in each class a
hierarchical relationship between components in each family.

A.1.2 Family structure

6 Figure A.2 illustrates the functional family structure for application notes
diagrammatic form.

Figure A.2 - Functional family structure for application notes

A.1.2.1 Family name

7 This is the unique name of the family defined in Part 2 of the CC.

A.1.2.2 User notes

8 The user notes contain additional information which is of interest to potential us
of the family, that is PP, ST, functional package authors, and developers of 
incorporating the functional components. The presentation is informative and m
cover, for example, warnings about limitations of use and areas where sp
attention might be required when using the components.

Functional

Family Family name

User notes

Evaluator notes

Documentation notes

Components
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A.1.2.3 Evaluator notes

9 The evaluator notes contain any information that is of interest to developers a
evaluators of TOEs that claim compliance to a component of the family. 
presentation is informative and can cover a variety of areas where specific att
might be needed when evaluating the TOE. This can include what needs 
documented to support the required functional behaviour, clarifications of mea
and specification of the way to interpret specific requirements, as well as ca
and warnings of specific interest to evaluators.

A.1.2.4 Documentation notes

10 The documentation notes contain information that may be of interest to PP/S
authors when defining the set of expected information to be provided by
relevant documentation, part of the evaluation deliverables. The presentat
informative and is in the form of suggestions that are not considered as norm
on the part of PP/ST authors.

11 These note sections are not mandatory and should appear only if appropriate

A.1.3 Component structure

12 Figure A.3 illustrates the required functional component structure for 
application notes.

Figure A.3 - Functional component structure

A.1.3.1 Component identification

13 This is the unique name of the component defined in Part 2 of the CC.

A.1.3.2 Component rationale and application notes

14 Any specific information related to the component should be provided in 
section to enhance the description of the application notes defined in the fami

Component

Permitted
Operations

Component
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Component
Rationale &

Application notes
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with application notes the information presented is explanatory and intende
assist, it is not mandatory.

- The rationale contains the specifics of the rationale that refines the gen
statements on rationale for the specific level, and should only be us
level specific amplification is required. 

- The application notes contain additional refinement in terms of narrativ
qualification as it pertains to a specific component. This refinement 
pertain to user notes, evaluator notes and/or documentation note
described in section A.1.2 of this annex. This refinement can be use
explain dependencies (e.g. shared information, or shared operation).

15 This section is not mandatory and should appear only if appropriate.

A.1.3.3 Permitted operations

16 Components may be tailored through use of permitted operations before 
incorporated into a PP, an ST or a functional package, based on the par
environment of use and security policies being addressed. The possible oper
are defined in the CC Part 2 document and elaborated on in this annex. N
operations are permitted on all functional components. The iteration and refine
can be applied to any component. For the selection and the assignmen
component shall contain a description of the allowed operations, the circumst
under which the operation can be applied to the component, and the results
application of this operation. 

17 This section is not mandatory and should appear only if appropriate.

A.2 Dependency Table

18 Table A.1 - Dependencies for functional components shows the direct, indirec
optional dependencies of the functional components. Each of the componen
is a dependency of some functional component is allocated a column. 
functional component is allocated a row. The value in the table cell indicate wh
the column label component is directly required (indicated by an cross 
indirectly required (indicated by a dash ‘-’), or optionally required (indicated b
‘o’) by the row label component. An example of a component with optio
dependencies is FDP_ETC.1, which requires either FDP_ACC.1 or FDP_IFC
be present. So if FDP_ACC.1 is present, FDP_IFC.1 is not necessary and
versa. If no character is presented, the component is not dependent upon a
component.
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AU_ARP.1 - x -

AU_GEN.1 x

AU_GEN.2 x x -

AU_SAA.1 x -

AU_SAA.2 x

AU_SAA.3 

AU_SAA.4 

AU_SAR.1 x -

AU_SAR.2 - x -

AU_SAR.3 - x -

AU_SEL.1 x -

AU_STG.1 x -

AU_STG.2 x x -

AU_STG.3 - x -

AU_STG.4 x x -

CO_NRO.1 x

CO_NRO.2 x

CO_NRR.1 x

CO_NRR.2 x

CS_CKM.1 - - o x o - - - - - - - - x - -

CS_CKM.2 - - o x o - - - - - - - - x - -

CS_CKM.3 - o - x - - - o - - - - - x - -

CS_CKM.4 - o - x - - - o - - - - - x - -

CS_CKM.5 - o - x - - - - - - o - - x - -

CS_CKM.6 - o - x - - - - - - o - - x - -

Table A.1 - Dependencies for functional components
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Security functional requirements application notes A.2 - Dependency Table
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DP_ITT.1 - o - o - - - - -

DP_ITT.2 - o - o - - - - -

DP_ITT.3 - o - o - x - - - -

DP_ITT.4 - o - o - x - - - -

DP_RIP.1 

DP_RIP.2 

DP_ROL.1 - o - o - - - - -

DP_ROL.2 - o - o - - - - -

DP_SDI.1 

DP_SDI.2 

DP_UCT.1 - o - o - - - - - o

DP_UIT.1 - o - o - - - - - o

DP_UIT.2 - o - o - - - - - x

DP_UIT.3 - o - o - - - - - x

IA_AFL.1 x -
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IA_UID.2 

IA_USB.1 x

MT_MOF.1 - x

MT_MSA.1 - o - o - - - - x

MT_MSA.2 x o - o - - x - x

MT_MSA.3 x - - - - - x - x

MT_MTD.1 - x

MT_MTD.2 - x x

MT_MTD.3 x - x -

MT_REV.1 - x

MT_SAE.1 - x x

MT_SMR.1 x

MT_SMR.2 

MT_SMR.3 - x

PR_ANO.1 

PR_ANO.2 

PR_PSE.1 

PR_PSE.2 x

PR_PSE.3 

PR_UNL.1 

PR_UNO.1 

PR_UNO.2 

PT_AMT.1 
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PT_ITC.1 
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Security functional requirements application notes A.2 - Dependency Table
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PT_ITI.1 

PT_ITI.2 

PT_ITT.1 

PT_ITT.2 

PT_ITT.3 x

PT_PHP.1 - x -

PT_PHP.2 - x -

PT_PHP.3 

PT_RCV.1 x x - x - x

PT_RCV.2 x x - x - x

PT_RCV.3 x x - x - x

PT_RCV.4 x

PT_RPL.1 

PT_RVM.1 

PT_SEP.1 

PT_SEP.2 

PT_SEP.3 

PT_SSP.1 x

PT_SSP.2 x

PT_STM.1 

PT_TDC.1 

PT_TRC.1 x

PT_TST.1 x

RU_FLT.1 - x

RU_FLT.2 - x

RU_PRS.1 
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RU_PRS.2 

RU_RSA.1 
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TA_LSA.1 

TA_MCS.1 x
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der, of
Annex B

Assurance classes, families, and components

19 This chapter provides the detailed requirements, presented in alphabetical or
each of the assurance components, grouped by class and family.
19 December 1997 Version 2.0 Draft Page 11 of 188
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Class FAU

Security Audit

20 CC audit families allow PP/ST authors the ability to define requirements
monitoring user activities and, in some cases, detecting real, potential, or imm
violations of the TSP. The TOE’s security audit functions are defined to 
monitor the use of access rights by all users, and act as a deterrent against s
violations. The requirements of the audit families refer to functions that inc
audit data protection, record format, and event selection, as well as analysis
violation alarms, and real-time analysis. Audit data should be available in a u
format, that presents audit data in a human-readable format and/or deliver
authorised users or processes acting on their behalf.

21 While developing the security audit requirements, the PP/ST author should
note of the inter-relationships among the audit families and components.
potential exists to specify a set of audit requirements that comply with the fa
component dependencies lists, while at the same time resulting in a deficient
function (e.g., an audit function that requires all security relevant events t
audited but without the selectivity to control them on any reasonable basis su
individual user or object).

Figure B.1  -  Audit requirements construction rules

FAU_GEN Security Audit Data Generation

FAU_SEL Security Audit Event Selection

FAU_PRP Security Audit Pre-storage Processing

FAU_SAA Security Audit Analysis

FAU_ARP Security Audit Automatic Response

FAU_STG Security Audit Event Storage

FAU_SAA Security Audit Analysis

FAU_SAR Security Audit Review
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Audit requirements in a distributed environment:

22 The implementation of audit requirements for networks and other large sys
may differ significantly from those needed for stand-alone systems. Larger, 
complex and active systems require more thought concerning which audit d
collect and how this should be construed, due to lowered feasibility of interpr
(or even storing) what gets collected. The traditional notion of a time-sorted li
“trail” of audited events may not be applicable in a global asynchronous net
with arbitrarily many events occurring at once. 

23 Also, different hosts and servers on a distributed TOE may certainly have diff
naming policies and values. Symbolic names presentation for audit review
require a net-wide convention to avoid redundancies and “name clashes.”

24 A multi-object audit repository, portions of which are accessible by a potent
wide variety of authorised users, may be required if audit repositories are to 
a useful function in distributed systems. 

25 Finally, misuse of authority by authorised administrators can be addresse
systematically avoiding local storage of audit data pertaining to administ
actions.

26 Figure B.2 shows the decomposition of this class into its constituent compone

Component Catalogue
Page 14 of 188  Version 2.0 Draft 19 December 1997
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Security Audit  - 
Figure B.2  -  Security Audit class decomposition

Security Audit

1FAU_ARP Security Audit Automatic Response

1

2

FAU_GEN Security Audit Data Generation

FAU_SAA Security Audit Analysis 1

2

3 4

FAU_SAR Security Audit Review

3

1

2

1FAU_SEL Security Audit Event Selection

FAU_STG Security Audit Event Storage

1 2

3 4
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FAU_ARP - Security Audit Automatic Response Security Audit

 the
 TSF
ion of
e, or

 the

ction
rised
ctive
P/ST

:

FAU_ARP Security Audit Automatic Response

27 The Security Audit Automatic Response family describes requirements for
handling of audit events. The possibilities include requirements for alarms or
action (automatic response). For example, the TSF could include the generat
real time alarms, termination of the offending process, disabling of a servic
disconnection or invalidation of a user account.

Application Notes

28 An audit event appears to be an “imminent security violation” if so indicated by
FAU_SAA components.

FAU_ARP.1 Security Alarms

User Application Notes

29 An action should be taken for follow up action in the event of an alarm. This a
can be informing the authorised administrator, presenting the autho
administrator with a set of possible containment actions, or to take corre
actions. The delay of the actions should be carefully considered by the P
author.

Operations

Assignment: 

30 In FAU_ARP.1.1 the PP/ST author can specify the actions to be taken
in case of a possible security violation. An example of such a list is
“inform the authorised administrator, disable the subject that created
the possible security violation.” It can also specify that the action to be
taken can be specified by the authorised administrator.
Page 16 of 188  Version 2.0 Draft 19 December 1997
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Security Audit FAU_GEN - Security Audit Data Generation
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FAU_GEN Security Audit Data Generation

31 The Security Audit Data Generation family includes requirements to specify
audit events that should be generated by the TSF for some activity.

32 This family is presented in a manner which avoids a dependency on all compo
requiring audit support. Each component has an audit section developed in 
the events to be audited for that functional area are listed. When the PP/ST 
assembles the PP/ST, the items in the audit area are used to complete the v
in this component. Thus, the specification of what could be audited for a funct
area is localised in that functional area.

33 The list of auditable events is entirely dependent on the other functional fam
within the PP/ST. Each family definition should therefore include a list of
family-specific auditable events. Each auditable event in the list of auditable e
specified in the functional family should correspond to one of the levels of a
event generation specified in this family (i.e. minimal, basic, detailed). T
provides the PP/ST author with information necessary to ensure that all appro
auditable events are specified in the PP/ST. The following example shows
auditable events are to be specified in appropriate functional families:

34 “The following actions should be auditable if FAU_GEN Security Audit Da
Generation is included in the PP/ST:

a) Minimal: Successful use of the user security attribute administra
functions;

b) Basic: All attempted uses of the user security attribute administra
functions;

c) Basic: Identification of which user security attributes have been modif
and

d) Detailed: With the exception of specific sensitive attribute data items 
passwords, cryptographic keys), the new values of the attributes shou
captured.”

35 If multiple auditable events are specified on the same level as audit, to satis
level of audit all those auditable events should be auditable.

36 It should be observed that the categorisation of auditable events is hierarchica
example, when Basic Audit Generation is desired, all auditable events identifi
being either Minimal or Basic, should be included in the PP/ST through the u
the appropriate assignment operation, except when the higher level event s
provides more detail than the lower level event. When Detailed Audit Gener
is desired, all identified auditable events (Minimal, Basic, and Detailed) shou
included in the PP/ST.

37 The PP/ST author might also decide to include other auditable events abov
beyond the auditable events indicated by the audit level. 
19 December 1997 Version 2.0 Draft Page 17 of 188
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FAU_GEN - Security Audit Data Generation Security Audit
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Application Notes

38 The functionality that creates the auditable event should be specified in the 
ST as a functional requirement.

39 The following are examples of the types of the events which should be defin
auditable within each PP/ST functional component:

a) Introduction of objects within the TSC into a subject’s address space;

b) Deletion of objects;

c) Distribution or revocation of access rights or capabilities;

d) Changes to subject or object security attributes;

e) Policy checks performed by the TSF as a result of a request by a subj

f) The use of access rights to bypass a policy check;

g) Use of Identification and Authentication functions;

h) Actions taken by an operator, and/or authorised administrator 
suppression of a TSF protection mechanism as human-readable label

i) Import/export of data from/to removable media (e.g. printed output, ta
diskettes).

FAU_GEN.1 Audit Data Generation

User Application Notes

40 This component defines requirements to identify the auditable events for w
audit records should be generated, and the information to be provided in the
records. 

41 FAU_GEN.1 is for use when the TSP does not require that individual user iden
be associated with audit events. This could be appropriate when the PP/S
contains privacy requirements. 

42 The information requested by this component to be recorded in each reco
relevant for a general purpose operating system, but for some specific applica
a refinement of this information could be necessary to avoid requesting
available data.

Evaluator application notes

43 This component addresses the possible existence of audit functionality i
potential absence of individual user identities. 

44 There is a dependency on FPT_STM. If correctness of time is not an issue fo
TOE, this dependency could be argued away.
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Operations

Selection: 

45 For FAU_GEN.1.1b, the PP/ST author should select the [not specified,
minimum, basic, detailed] level of auditable events called out in the audit
section of other functional components included in the PP/ST. If ‘not
specified’ is selected the PP/ST author should fill in all desired
auditable events in FAU_GEN.1.1c. 

Assignment: 

46 For FAU_GEN.1.1c, the PP/ST author should assign a list of [other
specifically defined auditable events] to be included in the list of
auditable events. These events could be auditable events of a function
requirement that are of higher audit level than requested in
FAU_GEN.1.1b, as well as the events generated through the use of
specified API.

Selection: 

47 For FAU_GEN.1.2a, the PP/ST author should select the [success,
failure] of auditable events to be audited. This selection should be
consistent with the level of auditable events.

Assignment: 

48 For FAU_GEN.1.2b, the PP/ST author should assign, for each
auditable events included in the PP/ST, a list of [other audit relevant
information] to be included in audit event records.

FAU_GEN.2 User Identity Generation

User Application Notes

49 This component addresses the requirement in the TSP of accountability of aud
events at the level of individual user identity. This component should be us
addition to FAU_GEN.1 Audit Data Generation.

50 There is a potential conflict between the audit and privacy requirements. For
purposes it may be desirable to know who performed an action. The user may
to keep his actions to himself and not be identified by other persons (e.g. a sit
job offers). In those cases the objectives for audit and privacy might contradict
other. Therefore if this requirement is selected, user pseudonimity might be se
that requires that the interpretation of the user identity is the pseudonym of the
Requirements on determining the real identity of the user based on its pseud
will need to be specified in the privacy class. 
19 December 1997 Version 2.0 Draft Page 19 of 188
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FAU_SAA Security Audit Analysis

51 This family defines requirements for automated means which analyse sy
activity and audit data looking for possible or real security violations. This ana
may work in support of intrusion detection, or automatic response to an imm
security violation. 

52 The action to be performed by the TSF on detection of a possible immine
potential violation is defined in FAU_ARP Security Audit Automatic Respon
components.

Application Notes

53 For real-time analysis, audit data could be transformed into a useful forma
automated treatment, but into a different useful format for delivery to author
users for review.

FAU_SAA.1 Imminent Violation Analysis

User Application Notes

54 This component is used to specify the set of auditable events whose occurre
accumulated occurrence held to indicate a potential violation of the TSP, an
rules to be used to perform the violation analysis.

Operations

Assignment: 

55 For FAU_SAA.1.2.a, the PP/ST author should identify the [subset of
defined auditable events] whose occurrence or accumulated occurrence
need to be detected as an indication of a potential violation of the TSP

Assignment: 

56 In FAU_SAA.1.2.b, the PP/ST author should assign [any other rules]
which the TSF shall use in its analysis of the audit trail. Those rules
could include specific requirements to express the need for the events t
occur in a certain period of time (e.g. period of the day, duration).

FAU_SAA.2 Profile Based Anomaly Detection

57 A profile is a structure that characterises the behaviour of users and/or subje
represents how the users/subjects interact with the TSF in a variety of w
Patterns of usage are established with respect to the various types of activ
users/subjects engage in (e.g. patterns in exceptions raised, patterns in re
utilisation (when, which, how), patterns in actions performed). The ways in w
the various types of activity are recorded in the profile (e.g. resource meas
event counters, timers) are referred to as profile metrics. 
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58 Each profile represents the expected patterns of usage performed by member
profile target group. This pattern may be based on past use (historical pattern
on normal use for users of similar target groups (expected behaviour). A p
target group refers to one or more users who interact with the TSF. The activ
each member of the profile group is used by the analysis tool in establishin
usage patterns represented in the profile. The following are some examp
profile target groups:

a) Single user account: one profile per user;

b) Group ID or Group Account : one profile for all users who possess th
same group ID or operate using the same group account; 

c) Operating Role: one profile for all users sharing a given operating role;

d) System: one profile for all users of a system.

59 Each member of a profile target group is assigned an individual suspicion rating
that represents how closely that member’s new activity corresponds to
established patterns of usage represented in the group profile. 

60 The sophistication of the anomaly detection tool will largely be determined by
number of target profile groups required by the PP/ST and the complexity o
required profile metrics.

61 This component is used to specify the set of auditable events whose occurre
accumulated occurrence indicates a potential violation of the TSP, and any ru
be used to perform the violation analysis. This set of events or rules cou
modified by the authorised administrator, through addition, modification
deletion of events or rules.

62 The PP/ST author should enumerate specifically what activity should be moni
and/or analysed by the TSF. The PP/ST author should also identify specif
what information pertaining to the activity is necessary to construct the u
profiles. 

63 FAU_SAA.2 requires that the TSF maintain profiles of system usage. The 
maintain implies that the anomaly detector is actively updating the usage p
based on new activity performed by the profile target members. It is important
that the metrics for representing user activity are defined by the PP/ST autho
example, there may be a thousand different actions an individual may be capa
performing, but the anomaly detector may choose to monitor a subset o
activity. Anomalous activity gets integrated into the profile just like non-anoma
activity (assuming the tool is monitoring those actions). Things that may h
appeared anomalous four months ago, might over time become the norm (and
versa) as the user’s work duties change. The TSF wouldn't be able to captu
notion if it filtered out anomalous activity from the profile updating algorithms.

64 Administrative notification should be provided such that the authori
administrator understands the significance of the suspicion rating.
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65 The PP/ST author should define how to interpret suspicion ratings and
conditions under which anomalous activity is indicated to the FAU_A
mechanism.

Operations

Assignment: 

66 For FAU_SAA.2.1, the PP/ST author should [specify the profile target
group]. A single PP/ST may include multiple profile target groups. 

Assignment: 

67 For FAU_SAA.2.3, the PP/ST author should [specify conditions under
which anomalous activity is reported by the TSF]. Conditions may
include the suspicion rating reaching a certain value, or based on the
type of anomalous activity observed. 

FAU_SAA.3 Simple Attack Heuristics 

User Application Notes

68 In practice, it is at best rare when an analysis tool can detect with certainty w
security violation is imminent. However, there do exist some system events th
so significant that they are always worthy of independent review. Example of 
events include the deletion of a key TSF security data file (e.g. the password
or activity such as a remote user attempting to gain administrative privilege. T
events are referred to as signature events in that their occurrence in isolation from
the rest of the system activity are indicative of intrusive activity. 

69 The complexity of a given tool will depend greatly on the assignments define
the PP/ST author in identifying the base set of signature events.

70 The PP/ST author should enumerate specifically what events should be mon
by the TSF in order to perform the analysis. The PP/ST author should ide
specifically what information pertaining to the event is necessary to determine 
event maps to a signature event. 

71 Administrative notification should be provided such that the authori
administrator understands the significance of the event and what possible resp
might be appropriate.

72 An effort was made in the specification of these requirements to avo
dependency on audit data as the sole input for monitoring system activity. Thi
done in recognition of the existence of previously developed intrusion dete
tools that do not perform their analyses of system activity solely through the u
audit data (examples of other input data include network datagrams, reso
accounting data, or combinations of various system data). 

73 The elements of FAU_SAA.3 do not require that the TSF implementing
immediate attack heuristics be the same TSF whose activity is being moni
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Thus, one can develop an intrusion detection component that ope
independently of the system whose system activity is being analysed. 

Operations

Assignment: 

74 For FAU_SAA.3.1, the PP/ST author should identify a base [subset of
system events] whose occurrence, in isolation from all other system
activity, may indicate a violation of the TSP. These include events tha
by themselves indicate a clear violation to the TSP, or whose occurrenc
is so significant that they warrant actions.

Assignment: 

75 In FAU_SAA.3.2, the PP/ST author should [specify the information used
to determine system activity]. This information is the input data used by
the analysis tool to determine the system activity that has occurred on
the TOE. This data may include audit data, combinations of audit data
with other system data, or may consist of data other than the audit data
The PP/ST author should define precisely what system events and eve
attributes are being monitored within the input data. 

76

FAU_SAA.4 Complex Attack Heuristics

User Application Notes

77 In practice, it is at best rare when an analysis tool can detect with certainty w
security violation is imminent. However, there do exist some system events th
so significant they are always worthy of independent review. Example of 
events include the deletion of a key TSF security data file (e.g. the password
or activity such as a remote user attempting to gain administrative privilege. T
events are referred to as signature events in that their occurrence in isolation from
the rest of the system activity are indicative of intrusive activity. Event seque
are an ordered set of signature events that might indicate intrusive activity.

78 The complexity of a given tool will depend greatly on the assignments define
the PP/ST author in identifying the base set of signature events and 
sequences.

79 The PP/ST author should define a base set of signature events and event seq
to be represented by the TSF. Additional signature events and event sequenc
be defined by the system developer.

80 The PP/ST author should enumerate specifically what events should be mon
by the TSF in order to perform the analysis. The PP/ST author should ide
specifically what information pertaining to the event is necessary to determine 
event maps to a signature event. 
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81 Administrative notification should be provided such that the authori
administrator understands the significance of the event and what possible resp
might be appropriate.

82 An effort was made in the specification of these requirements to avo
dependency on audit data as the sole input for monitoring system activity. Thi
done in recognition of the existence of previously developed intrusion dete
tools that do not perform their analyses of system activity solely through the u
audit data (examples of other input data include network datagrams, reso
accounting data, or combinations of various system data). Levelling, there
requires the PP/ST author to specify the type of input data used to monitor s
activity. 

83 The PP/ST author should define a base set of penetration event sequence
represented by the TSF. Additional penetration event sequences may be defi
the system developer.

84 The elements of FAU_SAA.4 do not require that the TSF implementing
complex attack heuristics be the same TSF whose activity is being monitored.
one can develop an intrusion detection component that operates independe
the system whose system activity is being analysed. 

Operations

Assignment: 

85 For FAU_SAA.4.1, the PP/ST author should identify a base set of [list
of sequences of system events whose occurrence are representativ
known penetration scenarios]. These event sequences represent know
penetration scenarios. Each event represented in the sequence shou
map to a monitored system event, such that as the system events a
performed, they are bound (mapped) to the known penetration event
sequences.

Assignment: 

86 For FAU_SAA.4.1, the PP/ST author should identify a base [subset of
system events] whose occurrence, in isolation from all other system activ
may indicate a violation of the TSP. These include events that by thems
indicate a clear violation to the TSP, or whose occurrence is so signif
they warrant action.

Assignment: 

87 In FAU_SAA.4.2, the PP/ST author should [specify the information used to
determine system activity]. This information is the input data used by th
analysis tool to determine the system activity that has occurred on the 
This data may include audit data, combinations of audit data with o
system data, or may consist of data other than the audit data. The P
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88 The Security Audit Review family defines requirements related to review of
audit information.

89 These functions should allow pre-storage or post-storage audit selection
includes, for example, the ability to selectively review:

- the actions of one or more users (e.g. identification, authentication, 
entry, and access control actions); 

- the actions performed on a specific object or TOE resource; 
- all of a specified set of audited exceptions; or
- actions associated with a specific TSP attribute. 

Application Notes

90 The distinction between audit reviews is based on functionality. Audit rev
(only) encompasses the ability to view audit data. Selectable review is 
sophisticated, and requires the ability to perform searches based on a 
criterion or multiple criteria with logical (i.e. and / or) relations, sort audit da
filter audit data, before audit data are reviewed.

FAU_SAR.1 Audit Review

User Application Notes

91 This component is used to specify that users and or authorised administrato
read the audit records. These audit records will be provided in a manner appro
to the user. The difference is between machine users and human users. 

92 The information of the audit records that can be viewed can be specified.

Operations

Selection: 

93 In FAU_SAR.1.1 the PP/ST author must specify whether the
requirement applies to the authorised administrator, and/or authorised
users.

Assignment: 

94 In FAU_SAR.1.1 the PP/ST author should specify what type of
information the specified user can obtain from the audit records.
Examples are “all”, “subject identity”, “all information belonging to
audit records referencing this user”.
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FAU_SAR.2 Restricted Audit Review

User Application Notes

95 This component specifies that any users not identified in FAU_SAR.1 will no
able to read the audit records. 

FAU_SAR.3 Selectable Audit Review

User Application Notes

96 This component is used to specify that it should be possible to perform select
the audit data to be reviewed. If based on a single criterion, this component 
be used more than one time, to define different single criteria that could be us
perform the analysis. If based on multiple criteria, those criteria should be re
together with logical (i.e. and / or) relations, and the tools should provide the a
to manipulate audit data (e.g. sort, filter).

Operations

Selection: 

97 For FAU_SAR.3.1 the PP/ST author should select whether the action
[searching (through the set of audit records), sorting or ordering] are
performed by the TSF.

Assignment: 

98 For FAU_SAR.3.1, the PP/ST author should assign [multiple criteria
with logical relations] to be used to select the audit data for review. The
logical relations are intended to specify whether the operation can be on
an individual attribute or a collection of attributes. An example of this
assignment could be: “application, user account and/or location”. In
this case the operation could be specified using any combination of th
three attributes: application, user account and location.
19 December 1997 Version 2.0 Draft Page 27 of 188
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99 The Security Audit Event Selection family provides requirements related to
capabilities of identifying which of the possible auditable events are to be aud
The auditable events are defined in the FAU_GEN Security Audit Data Gener
family, but those events should be defined as being selectable in this compon
be audited.

Application Notes

100 This family ensures that it is possible to keep the audit trail from becoming so 
that it becomes useless, by defining the appropriate granularity of the sel
security audit events.

FAU_SEL.1 Selective Audit

User Application Notes

101 This component defines the criteria used for the selection of events to be au
Those criteria could permit inclusion or exclusion of events from the se
auditable events, based on user attributes, subject attributes, objects attribu
event types.

102 The existence of individual user identities is not assumed for this component
would allow for TOEs such as routers that may not support the notion of user

103 For a distributed environment, the Host identity could be used as a selection c
for events to be audited.

104 Users not identified in the requirement are explicitly excluded from being ab
perform the operations indicated.

Operations

Selection: 

105 For FAU_SEL.1.1a, the PP/ST author should select from [Object
identity, User identity, Subject identity, Host identity, Event Type] the
security attributes that audit selectivity is based upon.

Assignment: 

106 For FAU_SEL.1.1b, the PP/ST author should specify any additional
attributes that audit selectivity is based upon.

Selection: 

107 In FAU_SEL.1.2 the PP/ST author must specify whether the
requirement applies to the authorised administrator, and/or authorised
users. 
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108 In FAU_SEL.1.2 the PP/ST author should specify whether the
identified users or authorised administrators can only display, can only
select auditable events or can do both.
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109 The Security Audit Event Storage family describes requirements for storing 
data for later use, including requirements controlling the loss of audit informa
due to system failure, attack and/or exhaustion of storage space.

Application Notes

110 The permanence of the audit trail should be considered also in terms of durat
validity of the audit information. 

FAU_STG.1 Permanent Audit Trail Storage

User Application Notes

111 In a distributed environment, as the location of the audit trail should be in the 
but not necessarily co-located with the function generating the audit data, th
ST author could request authentication of the originator of the audit record, o
repudiation of the origin of the record prior storing this record in the audit trail

FAU_STG.2 Guarantees of Audit Data Availability

User Application Notes

112 This component allows the PP/ST author to specify to which metrics the audi
should conform. 

113 In a distributed environment, as the location of the audit trail should be in the 
but not necessarily co-located with the function generating the audit data, th
ST author could request authentication of the originator of the audit record, o
repudiation of the origin of the record prior storing this record in the audit trail

Operations

Selection: 

114 In FAU_STG.2.2, the PP/ST author should specify the condition [audit
storage exhaustion, failure, attack] under which the TSF shall control
audit data loss.

Assignment: 

115 In FAU_STG.2.2, the PP/ST author should specify the metric that the
TSF must ensure with respect to the audit trail. This metric could be
based on time, and/or size. An example of the metric could be
“100,000” indicating that a 100,000 audit records can be stored. 
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FAU_STG.3 Action in Case of Possible Audit Data Loss

User Application Notes

116 This component requires that actions will be taken when the audit trail exc
certain pre-defined limits.

Operations

Assignment: 

117 In FAU_STG.3.1, the PP/ST author should indicate the pre-defined
limit. If the management functions indicate that this number might be
changed by the authorised administrator this value is the default value.
The PP/ST author might choose to let the authorised administrator
define this limit. In that case the assignment can be for example “an
authorised administrator set limit”.

Assignment: 

118 In FAU_STG.3.1, the PP/ST author can specify actions that should be
taken in case of imminent audit storage failure indicated by exceeding
the threshold. Actions might include informing the authorised
administrator.

FAU_STG.4 Prevention of Audit Data Loss

User Application Notes

119 This component specifies what happens to the TOE if the audit trail is full: e
audit records are ignored, or the TOE is frozen such that no auditable even
take place. The requirement also states that no matter how the requirem
instantiated, the authorised administrator can continue to generate auditable 
(actions). The reason is that otherwise the authorised administrator could no
reset the system. Consideration should be given to the choice of the action
taken by the TSF in the case of audit storage exhaustion, as ignoring events,
provides better availability of the TOE, will also permit actions to be perform
without being recorded and without the user being accountable. The autho
administrator is given the opportunity of selecting whether the TOE sh
continue to work or to lock the TOE if the audit trail is full. 

Operations

Selection: 

120 In FAU_STG.4.1, the PP/ST author should select whether the TSF shal
ignore auditable actions, or whether it should prevent auditable actions
of happening when the TSF can no longer store audit records.
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In FAU_STG.4.1, the PP/ST author can specify other actions that should be 
in case of audit storage failure, such as informing the authorised administrato

121
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Communication

122 This class describes requirements specifically of interest for TOEs which are
for the transport of information. The currently identified families deal with n
repudiation. 

Figure B.3  -  Communication class decomposition

123 Figure B.3 shows the decomposition of this class into its constituent compone

124 In this class the concept of “information” is being used. This information shoul
interpreted as the object being communicated. Therefore this information c
contain an electronic mail message, a file, or a set of predefined attribute type

125 In the literature the terms ‘proof of receipt’ and ‘proof of origin’ are commonly u
terms. However it is recognised that the term ‘proof’ might be interpreted in a 
sense to imply a form of mathematical rationale. The components in this 
interpret the de-facto use of the word ‘proof’ in the context of ‘evidence’ that
TSF demonstrates the non-repudiated transport of types of information.

Communication

FCO_NRO Non-Repudiation of Origin 1 2

FCO_NRR Non-Repudiation of Receipt 1 2
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FCO_NRO Non-Repudiation of Origin 

126 Non-repudiation of origin defines requirements to provide evidence to u
subjects about, for example, the identity of the originator of some information.
originator cannot successfully deny having sent the information because evi
of origin (e.g. digital signature) provides evidence of the binding between
originator and the information sent. The recipient or a third party can verify
evidence of origin. 

User notes

127 The Non-repudiation of Origin requirements provide evidence to other sub
about the attributes of the originator of information. This evidence should no
forgeable.

128 If a part of the protected part of the information or of the associated attribut
altered in any way, validation of the evidence of origin may fail. Therefore a PP
author should consider including integrity requirements such as FDP_UIT.1
Exchange Integrity in the PP/ST.

129 In non-repudiation there are several different roles involved, each of which c
be combined in one or more subjects. The first role is a subject that req
evidence of origin (only in FCO_NRO.1 Selective Proof of Origin). The sec
role is the recipient and/or other subjects to which the evidence is provided, (
notary). The third role is a subject that requests verification of the evidenc
origin, for example a recipient or a third party like an arbiter.

130 The PP/ST author must specify the conditions which must be met to be ab
verify the validity of the evidence. Such a condition could be a time interval, rel
to reserved memory, or the availability of third parties. These conditions ther
allow the tailoring of the non-repudiation to legal requirements such as being
to provide evidence for several years.

131 In most cases, the identity of the recipient will be the identity of the user 
received the transmission. In some instances, the PP/ST author does not w
user identity to be exported. In that case the PP/ST author must consider whe
is appropriate to include this class, or whether the identity of the transport se
provider, or the identity of the host should be used. 

132 In addition to, or instead of, the user identity a PP/ST author might be m
concerned about the time the information was transmitted. For example, req
for proposals must be transmitted before a certain date in order to be consi
The requirements can, in such instances, be customised to provide a time
indication (time of origin).
Page 34 of 188 Version 2.0 Draft 19 December 1997
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FCO_NRO.1 Selective Proof of Origin

Operations

Assignment: 

133 In FCO_NRO.1.1 the PP/ST author should fill in the types of
information subject to the evidence of origin function, for example
electronic mail messages.

Selection: 

134 In FCO_NRO.1.1 the PP/ST author should specify the user/subject who
can request evidence of origin.

Assignment: 

135 In FCO_NRO.1.1 the PP/ST author, dependent on the selection, shoul
specify the third parties that can request evidence of origin.

Assignment: 

136 In FCO_NRO.1.2 the PP/ST author should fill in the list of attributes
with the attributes which shall be linked to the information, for example
originator identity, time of origin, and location of origin.

137 In FCO_NRO.1.2 the PP/ST author should fill in the list of information
fields within the information over which the attributes provide evidence
of origin, such as the body of the information.

Selection: 

138 In FCO_NRO.1.3 the PP/ST author should specify the user/subject who
can verify the evidence of origin.

Assignment: 

139 In FCO_NRO.1.3 the PP/ST author, dependent on the selection, shoul
specify the third parties that verify the evidence of origin.

140 In FCO_NRO.1.3 the PP/ST author should fill in the list of limitations
under which the evidence can be verified. For example the evidence ca
only be verified within a 24 hour time interval. An assignment of
‘immediate’ or ‘indefinite’ is acceptable.
19 December 1997 Version 2.0 Draft Page 35 of 188
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FCO_NRO.2 Enforced Proof of Origin

Operations

Assignment: 

141 In FCO_NRO.2.1 the PP/ST author should fill in the types of information
subject to the evidence of origin function, for example electronic m
messages.

142 In FCO_NRO.2.2 the PP/ST author should fill in the list of attributes with
the attributes which shall be linked to the information, for exam
originator identity, time of origin, and location of origin.

143 In FCO_NRO.2.2 the PP/ST author should fill in the list of information
fields within the information over which the attributes provide evidence
origin, such as the body of the information.

Selection: 

144 In FCO_NRO.2.3 the PP/ST author should specify the user/subject wh
verify the evidence of origin.

Assignment: 

145 In FCO_NRO.2.3 the PP/ST author, dependent on the selection, sh
specify the third parties that can verify the evidence of origin.

146 In FCO_NRO.2.3 the PP/ST author should fill in the list of limitations under
which the evidence can be verified. For example the evidence can on
verified within a 24 hour time interval. An assignment of ‘immediate’ 
‘indefinite’ is acceptable.
Page 36 of 188 Version 2.0 Draft 19 December 1997
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FCO_NRR Non-Repudiation of Receipt

147 Non-repudiation of receipt defines requirements to provide evidence to other u
subjects that the information was received by the recipient. The recipient ca
successfully deny having received the information because evidence of receip
digital signature) provides evidence of the binding between the recipient attri
and the information. The originator or a third party can verify the evidenc
receipt. 

User notes

148 The Non-repudiation of Receipt requirements provide a requirement to pro
evidence to other subjects about the attributes of the recipient of the inform
This evidence should not be forgeable. 

149 If the information or the associated attributes are altered in any way, validati
the evidence of receipt with respect to the original information might fail. There
a PP/ST author should consider including integrity requirements such
FDP_UIT.1 Data Exchange Integrity in the PP/ST.

150 In non-repudiation there are several different roles involved, each of which c
be combined in one or more subjects. The first role is a subject that req
evidence of receipt (only in FCO_NRR.1 Selective Proof of Receipt). The se
role is the recipient and/or other subjects to which the evidence is provided, (
notary). The third role is a subject that requests verification of the evidenc
receipt, for example an originator or a third party like an arbiter.

151 The PP/ST author must specify the conditions which must be met to be ab
verify the validity of the evidence. Such a condition could be a time interval, rel
to reserved memory, or the availability of third parties. These conditions ther
allow the tailoring of the non-repudiation to legal requirements such as being
to provide evidence for several years.

152 In most cases, the identity of the recipient will be the identity of the user 
received the transmission. In some instances, the PP/ST author does not w
user identity to be exported. In that case the PP/ST author must consider whe
is appropriate to include this class, or whether the identity of the transport se
provider, or the identity of the host should be used. 

153 In addition to, or instead of, the user identity a PP/ST author might be m
concerned about the time the information was received. For example, when an
expires at a certain date, orders must be received before a certain date in ord
considered. The requirements can, in such instances, be customised to pro
timestamp indication (time of receipt).
19 December 1997 Version 2.0 Draft Page 37 of 188
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FCO_NRR.1 Selective Proof of Receipt

Operations

Assignment: 

154 In FCO_NRR.1.1 the PP/ST author should fill in the types of
information subject to the evidence of receipt function, for example
electronic mail messages.

Selection: 

155 In FCO_NRR.1.1 the PP/ST author should specify the user/subject who
can request evidence of receipt.

Assignment: 

156 In FCO_NRR.1.1 the PP/ST author, dependent on the selection, shoul
specify the third parties that can request evidence of receipt.

Assignment: 

157 In FCO_NRR.1.2 the PP/ST author should specify the list of attributes
which shall be linked to the information, for example recipient identity,
time of receipt, and location of receipt.

158 In FCO_NRR.1.2 the PP/ST author should specify the list of
information fields with the fields within the information over which the
attributes provide evidence of receipt, such as the body of the
information.

Selection: 

159 In FCO_NRR.1.3 the PP/ST author should specify the user/subjects
who can verify the evidence of receipt.

Assignment: 

160 In FCO_NRR.1.3 the PP/ST author, dependent on the selection, shoul
specify the third parties that can verify the evidence of receipt.

161 In FCO_NRR.1.3 the PP/ST author should specify the list of limitations
under which the evidence can be verified. For example the evidence ca
only be verified within a 24 hour time interval. An assignment of
‘immediate’ or ‘indefinite’ is acceptable.
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FCO_NRR.2 Enforced Proof of Receipt

Operations

Assignment: 

162 In FCO_NRR.2.1 the PP/ST author should fill in the types of information
subject to the evidence of receipt function, for example electronic m
messages.

163 In FCO_NRR.2.2 the PP/ST author should specify the list of attributes
which shall be linked to the information, for example recipient identity, ti
of receipt, and location of receipt.

164 In FCO_NRR.2.2 the PP/ST author should specify the list of information
fields with the fields within the information over which the attributes provi
evidence of receipt, such as the body of the information.

Selection: 

165 In FCO_NRR.2.3 the PP/ST author should specify the user/subjects
can verify the evidence of receipt.

Assignment: 

166 In FCO_NRR.2.3 the PP/ST author, dependent on the selection, sh
specify the third parties that can verify the evidence of receipt.

167 In FCO_NRR.2.3 the PP/ST author should specify the list of limitations
under which the evidence can be verified. For example the evidence
only be verified within a 24 hour time interval. An assignment 
‘immediate’ or ‘indefinite’ is acceptable.
19 December 1997 Version 2.0 Draft Page 39 of 188
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Cryptographic Support

168 The TSF may employ cryptographic functionality to help satisfy several high-l
security objectives.  These include (but are not limited to): identification 
authentication, non-repudiation, trusted path, trusted channel and data sepa
This class is used when the TOE implements cryptographic functions,
implementation of which could be in hardware, firmware and/or software.

169 The FCS class is organised into two families: FCS_CKM Cryptographic 
Management and FCS_COP Cryptographic Operation. The FCS_CKM fa
addresses the management aspects of cryptographic keys, while the FCS
family is concerned with the operational use of those cryptographic keys.

170 Figure B.4 shows the decomposition of this class into its constituent compone

Figure B.4  -  Cryptographic Support class decomposition

Construction Rules

171 The construction rules for cryptographic support requirements are sh
diagramatically in Figure B.5.    It should be noted that components from the
and FMT classes may also need to be used.

172 When building a PP, ST or package using components from the FCS class,
construction rules will provide guidance on where to look and what to select 
the class. 

Cryptographic Support

3 4FCS_CKM Cryptographic Key Management

1 2

5 6

7 8

FCS_COP Cryptographic Operation 1 2
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Figure B.5  -  Cryptographic Support construction rules

173 Cryptographic keys should be stored in and protected by the TOE in accord
with an access control policy using a component from the FDP_ACC family.

174 A component from the FMT_MSA family should be used to define cryptograp
key attributes used by the TOE.

175 For each cryptographic key generation method implemented by the TOE, if an
PP/ST author should select either the FCS_CKM.1 or FCS_CKM.2 compone

176 If a cryptographic key is generated outside of the TOE, the FDP_ITC family sh
be used to specify how the cryptographic key is imported into the TOE.

177 For each cryptographic key distribution method implemented by the TOE, if 
the PP/ST author should select either the FCS_CKM.3 or FCS_CKM.4 compo

178 For each cryptographic key access method implemented by the TOE, if any, th
ST author should select either the FCS_CKM.5 or FCS_CKM.6 component.

179 For each cryptographic key destruction method implemented by the TOE, if
the PP/ST author should select either the FCS_CKM.7 or FCS_CKM.8 compo

180 For each cryptographic operation (such as digital signature, data encryption
agreement, secure hash, etc.) performed by the TOE, if any, the PP/ST a
should select either the FCS_COP.1 or FCS_COP.2 component.

FDP_ITC Import from Outside TSF ControlFMT_MSA.2 Safe security attributes

FDP_ACC Access Control Policy

FCS_CKM Cryptographic Key Management

FCS_COP Cryptographic Operation
Page 42 of 188 Version 2.0 Draft 19 December 1997
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FCS_CKM Cryptographic Key Management

User notes

181 Cryptographic keys must be managed throughout their lifetime.  The typical e
in the lifecycle of a cryptographic key include (but are not limited to): generat
distribution, entry, storage, access (e.g. backup, escrow, archive, recovery
destruction.  

182 As a minimum, cryptographic keys should at least go through the following sta
generation, storage and destruction.  The inclusion of other stages is depend
the key management strategy being implemented as the TOE need not be in
in all of the key life-cycle (e.g. the TOE may only generate and distrib
cryptographic keys). 

183 This family is intended to support the cryptographic key lifecycle and consequ
defines requirements for the following activities: cryptographic key genera
cryptographic key distribution, cryptographic key access and cryptographic
destruction. This family should be included whenever there are functi
requirements for the management of cryptographic keys. 

184 If FAU_GEN Security Audit Data Generation is included in the PP/ST then, in
context of the events being audited:

a) The object attributes may include the assigned user for the cryptogr
key, the user role, the cryptographic operation that the cryptographic k
to be used for, the cryptographic key identifier and the cryptographic
validity period. 

b) The object value may include the values of cryptographic key(s) 
parameters excluding any sensitive information (such as secret or priv
cryptographic keys).

FCS_CKM.1 Cryptographic Key Generation

User Application Notes

185 This component requires the cryptographic key sizes and method used to ge
cryptographic keys to be specified.  It should be used to specify the cryptogr
key sizes and the method (e.g. algorithm) used to generate the cryptographic
Only one instance of the component is needed for the same method and m
key sizes.  The key size could be common or different for the various entities
could be either the input to or the output from the method.  

186 Typically random numbers are used to generate cryptographic keys.  If this 
case, then this component should be used instead of the comp
FIA_SOS.2 TSF Generation of Secrets. In cases where random number gene
is required for purposes other than for the generation of cryptographic keys
component FIA_SOS.2 TSF Generation of Secrets should be used.
19 December 1997 Version 2.0 Draft Page 43 of 188
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FCS_CKM.2 Standards-Based Cryptographic Key Generation

User Application Notes

187 This component requires the cryptographic key sizes and method used to ge
cryptographic keys to be specified in accordance with an assigned standa
should be used to specify the cryptographic key sizes and the standards
method (e.g. algorithm) used to generate the cryptographic keys.  Only one ins
of the component is needed for the same method and multiple key sizes.  Th
size could be common or different for the various entities, and could be eithe
input to or the output from the method.

188 Typically random numbers are used to generate cryptographic keys.  If this 
case, then this component should be used instead of the comp
FIA_SOS.2 TSF Generation of Secrets. In cases where random number gene
is required for purposes other than for the generation of cryptographic keys
component FIA_SOS.2 TSF Generation of Secrets should be used.

Operations

Assignment: 

189 In FCS_CKM.2.1, the PP/ST author should specify the assigned
standard which documents the method used to generate cryptographic
keys.  The assigned standard may comprise one or more actua
standards publications.

FCS_CKM.3 Cryptographic Key Distribution

User Application Notes

190 This component requires the method used to distribute cryptographic keys 
specified.  

FCS_CKM.4 Standards-Based Cryptographic Key Distribution

User Application Notes

191 This component requires the method used to distribute cryptographic keys 
specified in accordance with an assigned standard.  

Operations

Assignment: 

192 In FCS_CKM.4.1, the PP/ST author should specify the assigned
standard which documents the method used to distribute
cryptographic keys.  The assigned standard may comprise one or more
actual standards publications.
Page 44 of 188 Version 2.0 Draft 19 December 1997
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FCS_CKM.5 Cryptographic Key Access

User Application Notes

193 This component requires the method used to access cryptographic keys 
specified.

Operations

Assignment: 

194 In FCS_CKM.5.1, the PP/ST author should specify the type of
cryptographic key access being used.  Examples of types o
cryptographic key access include (but are not limited to) cryptographic
key backup, cryptographic key archival, cryptographic key escrow and
cryptographic key recovery.

FCS_CKM.6 Standards-Based Cryptographic Key Access

User Application Notes

195 This component requires the method used to access cryptographic keys 
specified in accordance with an assigned standard.

Operations

Assignment: 

196 In FCS_CKM.6.1, the PP/ST author should specify the type 
cryptographic key access being used.  Examples of types of cryptogr
key access include (but are not limited to) cryptographic key bac
cryptographic key archival, cryptographic key escrow and cryptograp
key recovery.

197 In FCS_CKM.6.1, the PP/ST author should specify the assigned
standard which documents the method used to access cryptographi
keys.  The assigned standard may comprise one or more actua
standards publications.  

FCS_CKM.7 Cryptographic Key Destruction

User Application Notes

198 This component requires the method used to destroy cryptographic keys 
specified.  
19 December 1997 Version 2.0 Draft Page 45 of 188
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FCS_CKM.8 Standards-Based Cryptographic Key Destruction

User Application Notes

199 This component requires the method used to destroy cryptographic keys 
specified in accordance with an assigned standard.  

Operations

Assignment: 

200 In FCS_CKM.8.1, the PP/ST author should specify the assigned
standard which documents the method used to destroy cryptographic
keys.  The assigned standard may comprise one or more actua
standards publications.
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FCS_COP Cryptographic Operation

User notes

201 A cryptographic operation may have cryptographic mode(s) of operation assoc
with it.  If this is the case, then the cryptographic mode(s) must be spec
Examples of cryptographic modes of operation are cipher block chaining, o
feedback mode, electronic code book mode, and cipher feedback mode.

202 If FAU_GEN Security Audit Data Generation is included in the PP/ST then, in
context of the events being audited:

a) The types of cryptographic operation may include digital signa
generation and/or verification, cryptographic checksum generation
integrity and/or for verification of checksum, secure hash (message di
computation, data encryption and/or decryption, cryptographic 
encryption and/or decryption, cryptographic key agreement and ran
number generation.  

b) The subject attributes may include subject role(s) and user(s) asso
with the subject.  

c) The object attributes may include the assigned user for the cryptogra
key, user role, cryptographic operation the cryptographic key is to be 
for, cryptographic key identifier, and the cryptographic key validity peri

FCS_COP.1 Cryptographic Operation

User Application Notes

203 This component requires the cryptographic algorithm and key size used to pe
specified cryptographic operation(s) to be specified.  

Operations

Assignment: 

204 In FCS_COP.1.1, the PP/ST author should specify the cryptographic
operations being performed. Typical cryptographic operations include
digital signature generation and/or verification, cryptographic
checksum generation for integrity and/or for verification of checksum,
secure hash (message digest) computation, data encryption and/o
decryption, cryptographic key encryption and/or decryption,
cryptographic key agreement and random number generation.
19 December 1997 Version 2.0 Draft Page 47 of 188
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FCS_COP.2 Standards-Based Cryptographic Operation

User Application Notes

205 This component requires the cryptographic algorithm and key size used to pe
specified cryptographic operation(s) to be specified in accordance with an ass
standard.  

Operations

Assignment: 

206 In FCS_COP.2.1, the PP/ST author should specify the cryptogra
operations being performed. Typical cryptographic operations incl
digital signature generation and/or verification, cryptographic checks
generation for integrity and/or for verification of checksum, secure h
(message digest) computation, data encryption and/or decryp
cryptographic key encryption and/or decryption, cryptographic k
agreement and random number generation.

207 In FCS_COP.2.1, the PP/ST author should specify the assigne
standard which documents how the identified cryptographic
operation(s) are performed.  The assigned standard may comprise on
or more actual standards publications.
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Class FDP

User Data Protection

208 This class contains families specifying requirements for TOE security functions
TOE security function policies related to protecting user data. This class d
from FIA and FPT in that FDP specifies components to protect user data,
specifies components to protect attributes associated with the user, and
specifies components to protect TSF information. 

209 The class does not contain explicit requirements for TCSEC Mandatory Ac
Controls or Discretionary Access Controls; however, such requirements ma
constructed using components from this class.

210 FDP does not explicitly deal with confidentiality, integrity, or availability, as 
three are most often intertwined in the policy and mechanisms. However, the
security policy must adequately cover these three policies in the PP/ST.

211 A final aspect of this class is that it specifies access control in terms of “operati
An operation is defined as a specific type of access on a specific object. It de
on the level of abstraction of the PP/ST author whether these operation
described as “read” and/or “write” operations, or as more complex operations
as “update the database”.

212 The access control policy is concerned with the operations on the ob
Information flow policies are concerned with the content of the object. There
information flow policies are considered more in terms of flow of the informat
rather than a specific operation on an object.

213 This class is not meant to be a complete taxonomy of IT access policies, as 
can be imagined. Those policies included here are simply those for which cu
experience with actual systems provides a basis for specifying requirements. 
may be other forms of intent which are not captured in the definitions here. 

214 For example, one could imagine a goal of having user-imposed (and user-de
controls on information flow (e.g. an automated implementation of the 
FOREIGN handling caveat). However, this concept is not supported by exi
practice, and research to date has not demonstrated practical general-p
solutions, particularly in the context of a TOE supporting subjects that are
trusted to enforce that policy. Such concepts could, of course, be the subj
extensions to the FDP components. 

215 Finally, it is important when looking at the components in FDP to remember
these components are requirements for functions which may be implemente
mechanism which also serves or could serve another purpose. For exampl
possible to build an access control policy (FDP_ACC) which uses la
(FDP_IFF.1) as the basis of the access control mechanism.

216 A TOE security policy may encompass many security function policies (SF
each to be identified by the two policy oriented components FDP_ACC,
19 December 1997 Version 2.0 Draft Page 49 of 188
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FDP_IFC. These policies will typically take confidentiality, integrity, an
availability aspects into consideration as required, to satisfy the TOE requirem
Care should be taken to ensure that all objects are covered by at least on
(although FDP_ACC.1 does not mandate this) and that there are no conflicts a
from implementing the multiple SFPs.

217 Figures B.6 and B.7 show the decomposition of this class into its consti
components.
19 December 1997 Version 2.0 Draft Page 50 of 188
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Figure B.6  -  User Data Protection class decomposition

1 2FDP_ACC Access Control Policy

User Data Protection

FDP_ACF Access Control Functions

1

4

2 3

1 2FDP_IFC Information Flow Control Policy

FDP_IFF Information Flow Control Functions

1 2

3 4 5

FDP_ITC Import from Outside TSF Control

1

2

6

21FDP_DAU Data Authentication

7 8

FDP_ITT Internal TOE Transfer

1 2

3 4

2

1

FDP_ETC Export to Outside TSF Control
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Figure B.7  -  User Data Protection class decomposition (cont.)

Construction Rules

218 When building a PP/ST using components from the FDP class, the follo
information will provide guidance on where to look and what to select from
class. 

219 The requirements in the FDP class are defined in terms of a security fun
(abbreviated SF) which will implement a SFP. Since a TOE may implem
multiple SFPs simultaneously, the PP/ST author must specify the name for
SFP, so it can be referenced in other families. This name will then be used in
component selected to indicate that it is being used as part of the definiti
requirements for that function. This allows the author to easily indicate the s
for operations such as objects covered, operations covered, authorised users

220 Each instantiation of a component can apply to only one SFP. Therefore if an
is specified in a component then this SFP will apply to all the elements in
component. The components may be instantiated multiple times within a PP/
account for different policies if so desired.

221 The key to selecting components from this family is to have a well defined T
security policy to enable proper selection of the components from the two p

FDP_RIP Residual Information Protection 21

FDP_ROL Rollback 1 2

1
FDP_UCT Inter-TSF User Data Confidentiality 
Transfer Protection

FDP_UIT Inter-TSF User Data Integrity Transfer 
Protection

1

2 3

User Data Protection

FDP_RIP Residual Information Protection 21
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components; FDP_ACC and FDP_IFC. In FDP_ACC and FDP_IFC respecti
all access control policies and all information flow control policies are nam
Furthermore these components will define the subjects, objects and oper
covered by this security function.

222 The following steps are guidance on how this class is applied in the construct
a PP/ST:

a) Identify the policies to be enforced from the FDP_ACC, and FDP_
families. These families define scope of control for the policy, granula
of control and may identify some rules to go with the policy.

b) Identify the components and perform any applicable operations in the p
components. The assignment operations may be performed generally
as with a statement “All files”) or specifically (“The files “A”, “B”, etc.)
depending upon the level of detail known.

c) Identify any applicable function components from the FDP_ACF a
FDP_IFF families to address the respective policy families. Perform
operations to make the components fit the requirements of the sel
function envisioned or to be built.

d) Identify who will have the ability to control and change security attribu
under the function, such as only a security administrator, only the own
the object, etc. Select the appropriate components from Class FMT
perform the operations. Refinements may be useful here to identify mis
features such as that some or all changes must be done via trusted pa

e) Identify the appropriate components from the Class FMT for initial va
for new objects and subjects.

f) Identify any applicable rollback components from the FDP_ROL family

g) Identify any applicable object reuse requirements from the FDP_
family.

h) Identify any applicable import or export components from the FDP_
and FDP_ETC families.

i) Identify any applicable internal TOE communication components from
FDP_ITT family.

j) Identify the requirements for integrity protection of stored information fro
the FDP_SDI.

k) Identify any applicable inter-TSF communication components from 
FDP_UCT or FDP_UIT families.
19 December 1997 Version 2.0 Draft Page 53 of 188
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FDP_ACC Access Control Policy

223 This family is based upon the concept of arbitrary controls on the interactio
subjects and objects. The scope and purpose of the controls is based up
attributes of the accessor (subject), the attributes of the container being acc
(object), the actions (operations) and any associated access control rules. 

User notes

224 The components in this family are capable of defining the access control SFPs
enforced by the traditional Discretionary Access Control mechanisms. It fu
defines the subjects, objects and operations that are covered by identified 
control SFPs. The functionality that fulfills an access control SFP will be def
by other families such as FDP_ACF and FDP_RIP. The access control 
defined here in FDP_ACC are meant to be used throughout the remainder 
Part 2 functional components that have an operation that calls for an assignm
selection of an “access control SFP.” 

225 The access control SFP covers a set of triplets subject, object, and opera
Therefore a subject can be covered by multiple SFPs but only with respec
different operation or a different object. Of course the same applies to object
operations.

226 This family would provide a PP/ST author the capability to specify several poli
for example, a fixed access control SFP to be applied to one scope of control,
flexible access control SFP to be defined for a different scope of control.

227 A critical aspect of an access control function that enforces an access contro
is the ability for users to modify the attributes involved in access control decis
The FDP_ACC family does not address these aspects. Some of these require
are left undefined, but can be added as refinements, while others are co
elsewhere in other families and classes such as FMT Security Management. 

228 There are no audit requirements in FDP_ACC since this family specifies ac
control SFP requirements. Audit requirements will be found in families specif
functions to satisfy the access control SFPs identified in this family.

229 This family can be applied multiple times in a PP/ST to different subset
operations and objects. This will accommodate TOEs which contain mul
policies, each addressing a particular set of operations and objects. In other 
the PP/ST author should specify the required information in the ACC compo
for each of the access control SFPs which the TOE will enforce. For examp
TOE incorporating three access control SFPs, each covering only a subset 
objects, subjects, and operations within the TOE, will contain 
FDP_ACC.1 Subset Access Control component for each of the three access c
SFPs necessitating a total of three FDP_ACC.1 components.
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FDP_ACC.1 Subset Access Control

User Application Notes

230 The terms object and subject refer to generic elements in the TOE. For a po
be implementable, the entities must be clearly identified. For a PP, the object
operations might be expressed as types such as: named objects, data repo
observe accesses, etc. For a specific system these generic terms (subject, 
must be refined, e.g. files, registers, ports, daemons, open calls, etc. 

231 This component simply specifies that the policy cover some well-defined s
operations on some subset of the objects. It places no constraints on any ope
outside the set - including operations on objects for which other operation
controlled. 

Operations

Assignment: 

232 In FDP_ACC.1.1, the PP/ST author should specify a unique named
[access control SFP] to be enforced by the TSF.

233 In FDP_ACC.1.1, the PP/ST author should specify the [list of subjects,
objects, and operations among subjects and objects covered by the S].

FDP_ACC.2 Complete Access Control

User Application Notes

234 This component requires that all possible operations on objects, that are inclu
the SFP, are covered by an access control SFP. 

235 The PP/ST author must demonstrate that each combination of objects and su
is covered by an access control SFP.

Operations

Assignment: 

236 In FDP_ACC.2.1, the PP/ST author should specify a unique named [access
control SFP] to be enforced by the TSF.

237 In FDP_ACC.2.1, the PP/ST author should specify the [list of subjects
and objects] covered by the SFP. All operations among those subject
and objects will be covered by the SFP.
19 December 1997 Version 2.0 Draft Page 55 of 188



D R A F T

FDP_ACF - Access Control Functions User Data Protection

cess
SFP.

ccess
ontrol
ill not
dable

 two-
 these
isting

h as: 

ccess
bjects.
time of
or to

more,
d.

 in the

used
mage
ogram

rtain
 year.

est
th. It
F into
FDP_ACF Access Control Functions

238 This family describes specific functions that can implement the rules for ac
control SFPs. This family is dependent on the definition of an access control 

User notes

239 This family provides a PP/ST author the capability to describe the rules for a
control. Furthermore, the PP/ST author can explicitly require that the access c
attributes are fixed. This results in a system where the access to objects w
change. An example of such an object is “Message of the Day”, which is rea
by all, and changeable only by the authorised administrator.

240 There are no explicit components to specify other possible functions such as
person control, sequence rules for operations, or exclusion controls. However,
mechanisms, as well as DAC mechanisms, can be represented with the ex
components, by careful drafting of the access control rules. 

241 A variety of acceptable access control SFs may be specified in this family suc

- Access control lists (ACLs);
- Time-based access control specifications;
- Origin-based access control specifications; and
- Owner-controlled access control attributes

FDP_ACF.1 Security Attribute Based Access Control

User Application Notes

242 This component provides requirements for a mechanism that mediates a
control based on a single security attribute associated with subjects and o
Each object and subject has a set of associated attributes, such as location, 
creation, access rights (e.g. ACLs). This component allows the PP/ST auth
specify the attribute that will be used for the access control mediation. Further
this component allows access control rules, using this attribute, to be specifie

243 Examples of the attributes that a PP/ST author might assign are presented
following paragraphs.

244 An identity attribute may be associated with users, subjects, or objects to be 
for mediation. Examples of such attributes might be the name of the program i
used in the creation of the subject, or a security attribute assigned to the pr
image.

245 A time attribute can be used to specify that access will be authorised during ce
times of the day, during certain days of the week, or during a certain calendar

246 A location attribute could specify whether the location is the location of the requ
for the operation, the location where the operation will be carried out, or bo
could be based upon internal tables to translate the logical interfaces of the TS
locations such as through terminal locations, CPU locations, etc. 
Page 56 of 188 Version 2.0 Draft 19 December 1997



D R A F T

User Data Protection FDP_ACF - Access Control Functions

 an
ration
imum
r can

t

ing

ol

ns to
tes. 

l

at
at
247 A grouping attribute allows a single group of users to be associated with
operation for the purposes of access control. If required, the refinement ope
should be used to specify the maximum number of definable groups, the max
membership of a group, and the maximum number of groups to which a use
concurrently be associated.

Operations

Assignment: 

248 In FDP_ACF.1.1, the PP/ST author should specify an [access control
SFP] name which the TSF is to enforce.

249 In FDP_ACF.1.1, the PP/ST author should specify the [security
attributes and/or named groups of security attributes] that the function
will use in the specification of the rules. The security attributes may be
things like user identity, subject identity, role, time of day, location,
ACLs, or any other attribute specified by the PP/ST author. Named
groups of security attributes can be specified to provide a convenien
means to refer to multiple security attributes.

250 In FDP_ACF.1.2, the PP/ST author should specify the SFP [rules
governing access among controlled subjects and controlled objects us
controlled operations on controlled objects]. These rules specify when
access is granted or denied and can require general access contr
functions (e.g. typical permission bits) or granular access control
functions (e.g. ACLs).

FDP_ACF.2 Access Authorisation

User Application Notes

251 This component provides requirements for the access control security functio
be able to explicitly authorise access to an object based upon security attribu

Operations

Assignment: 

252 In FDP_ACF.2.1, the PP/ST author should specify the [access control
SFP] name related to an access control SF which will include the specia
rule that requires access to be explicitly authorised.

253 In FDP_ACF.2.1, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly authorise
access. An example is a privilege vector associated with a subject th
always grants access to objects covered by the access control SFP th
has been specified.
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FDP_ACF.3 Access Authorisation and Denial

User Application Notes

254 This component provides requirements for the access control security functio
be able to explicitly authorise and deny access to an object based upon se
attributes 

Operations

Assignment: 

255 In FDP_ACF.3.1, the PP/ST author should specify the [access control SFP]
name related to an access control SF which will include the special rule
requires access to be explicitly authorised.

256 In FDP_ACF.3.1, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly authorise
access. An example is a privilege vector associated with a subject
always grants access to objects covered by the access control SFP th
been specified.

257 In FDP_ACF.3.2, the PP/ST author should specify the [access control
SFP] name related to an access control SF which will include the specia
rule that requires access to be explicitly denied.

258 In FDP_ACF.3.2, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly deny
access. An example is a privilege vector associated with a subject th
always denies access to objects covered by the access control SFP t
has been specified.

FDP_ACF.4 Fixed Access Control

User Application Notes

259 This component ensures that the access control security attribute of a give
cannot be modified. Therefore subjects rights to the file cannot be changed. A
effect a static fixed access control policy is created

260 For example, the “message of the day” function typically provided by many m
user TOEs is covered by a fixed access control policy. The access control f
read and write operations can not be changed as they are built into the se
function which provides only read access for users and only read/write acce
administrators.

261 It is remarked that the user attributes and the object attributes could both cont
access control between subjects and objects. It depends, for example, on whe
ACL (Object attributes) or Capability Lists (Subject attributes) which set
attributes should be fixed.
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262 Since this component deals specifically with a fixed set of security attributes, 
with respect to this component is unnecessary. Other Access Control Fun
would make use of those security attributes to enforce the SFP, and ther
auditing would be covered by those other components.

Operations

Assignment: 

263 In FDP_ACF.4.1, the PP/ST author should specify the [access control
SFP] name which the TSF is to enforce for a fixed set of security
attributes.
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FDP_DAU Data Authentication

264 This family describes specific functions that can be used to authenticate ‘s
data.

User notes

265 Components in this family are to be used when there is a requirement for ‘s
data authentication, i.e. where data is to be signed but not transmitted. (Note th
FCO_NRO family provides for non-repudiation of origin of information receiv
during a data exchange.)

FDP_DAU.1 Basic Data Authentication

User Application Notes

266 This component may be satisfied by one-way hash functions (cryptogra
checksum, fingerprint, message digest), to generate a hash value for a def
document which may be used as verification of the validity or authenticity o
information content.

Operations

Assignment: 

267 In FDP_DAU.1.1, the PP/ST author should specify the [assignment: list
of objects or information types] for which the TSF shall be capable of
generating data authentication evidence.

268 In FDP_DAU.1.2, the PP/ST author should specify the [assignment: list
of subjects] that will have the ability to verify data authentication
evidence for the objects identified in the previous element.

FDP_DAU.2 Data Authentication with Identity of Guarantor

User Application Notes

269 This component additionally requires the ability to verify the identity of the en
which provided the guarantee of authenticity (e.g., a trusted third party).
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Operations

Assignment: 

270 In FDP_DAU.2.1, the PP/ST author should specify the [assignment: list of
objects or information types] for which the TSF shall be capable o
generating data authentication evidence.

271 In FDP_DAU.2.2, the PP/ST author should specify the [assignment: list of
subjects] that will have the ability to verify data authentication evidence 
the objects identified in the previous element as well as the identity of the
subject that created the data authentication evidence. 
19 December 1997 Version 2.0 Draft Page 61 of 188



D R A F T

FDP_ETC - Export to Outside TSF Control User Data Protection

t its
it has
d by

urity

OE
mily

are
ously

 of its

ibutes
ys of

ically
 or by
tributes
FDP_ETC Export to Outside TSF Control

272 This family defines functions for exporting user data from the TOE such tha
security attributes either can be explicitly preserved or can be ignored once 
been exported. Consistency of these security attributes are addresse
FPT_TDC Inter-TSF TSF Data Consistency.

273 FDP_ETC is concerned with limitations on export and association of sec
attributes with the exported user data. 

User notes

274 This family, and the corresponding Import family FDP_ITC, address how the T
deals with user data transferred into and outside its control. In principle this fa
is concerned with the export of user data and its related security attributes.

275 A variety of activities might be involved here:

a) exporting of user data without any security attributes;

b) exporting user data including security attributes where the two 
associated with one another and the security attributes unambigu
represent the exported user data.

FDP_ETC.1 Export of User Data Without Security Attributes

User Application Notes

276 This component is used to specify the export of user data without the export
security attributes.

Operations

Assignment: 

277 In FDP_ETC.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] that will be enforced when
exporting user data. The user data that this function exports is scoped
by the assignment of these SFPs.

FDP_ETC.2 Export of User Data With Security Attributes

User Application Notes

278 The user data is exported together with its security attributes. The security attr
are unambiguously associated with the user data. There are several wa
achieving this association. One way that this can be achieved is by phys
collocating the user data and the security attributes (e.g., the same floppy),
using cryptographic techniques such as secure signatures to associate the at
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tes are
and the user data. A trusted channel is required to assure that the attribu
correctly received at the other Trusted IT Product.

Operations

Assignment: 

279 In FDP_ETC.2.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] hat will be enforced when
exporting user data. The user data that this function exports is scoped
by the assignment of these SFPs.

280 In FDP_ETC.2.4, the PP/ST author should specify any additional
exportation control rules or “none” if there are no additional
exportation control rules. These rules will be enforced by the TSF in
addition to the access control SFPs and/or information flow control
SFPs selected in FDP_ETC.2.1.
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FDP_IFC Information Flow Control Policy

281 This family covers the definition of information flow control SFPs; and, for ea
specifies the scope of control of the SFP. 

282 Examples of security policies that might satisfy this objective are:

- Bell and La Padula Security model [B&L];
- Biba Integrity model [Biba].

User notes

283 The components in this family are capable of implementing the traditio
Mandatory Access Control mechanisms. However, they are quite flexible, 
allow the domain of flow control to be specified, and there is no requirement
the mechanism be based upon labels. The different strengths of the inform
flow control components also permit different degrees of exception to the pol

284 Each SFP covers a set of triplets: subject, object, and operations. In the s
component (FDP_IFC.2 Complete Information Flow Control), each informa
flow control SFP will cover all possible operations between a subject and an o
covered by that SFP. Furthermore, each object will need to be covered by a
Therefore for each action on an object there will be a set of rules that define wh
this action is allowed. If there are multiple SFPs that are applicable for a g
action, all involved SFPs must grant access for the action.

285 An information flow control SFP covers a well-defined set of operations. The S
coverage may be “complete” with respect to some object, or it may address
some of the operations that affect the object. A critical aspect of an information
control SFP is that it may be specified; that is, it is based upon some chang
attribute that determines the flow of the information. 

286 Information flow control SFPs cover access to the information which differs f
access control SFPs which cover access to the objects themselves. S
attributes that are bound to information will flow with the information fro
container to container.

287 Objects and operations can be expressed at multiple levels. In the case of a 
objects and operations might be specified at a system-specific level: files and
For a PP, the objects and operations might be expressed as types: named 
data repositories, observe accesses, etc.

288 The components in this family can be applied multiple times in a PP/ST to diffe
subsets of operations and objects. This will accommodate TOEs which co
multiple policies, each addressing a particular set of objects, subjects,
operations.
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FDP_IFC.1 Subset Information Flow Control

User Application Notes

289 This component requires that an information flow control policy apply to a su
of the possible operations in the TOE. 

Operations

Assignment: 

290 In FDP_IFC.1.1, the PP/ST author should specify the [information flow
control SFPs] to be enforced by the TSF.

291 In FDP_IFC.1.1, the PP/ST author should specify the [list of subjects,
objects and operations among subjects and objects covered by the SF].

FDP_IFC.2 Complete Information Flow Control

User Application Notes

292 This component requires that all possible operations on objects, that are inclu
the SFP, are covered by an information flow control SFP. 

293 The PP/ST author must demonstrate that each combination of objects and su
is covered by an information flow control SFP.

Operations

Assignment: 

294 In FDP_IFC.2.1, the PP/ST author should specify the [information flow
control SFPs] to be enforced by the TSF.

295 In FDP_IFC.2.1, the PP/ST author should specify the [list of subjects
and objects] that will be covered by the SFP. All operations among those
subjects and objects will be covered by the SFP.
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FDP_IFF Information Flow Control Functions

296 This component specifies the requirements on function with respect to
information flow control SFPs. It consists of two “trees:” one addressing 
common information flow control function issues, and a second addressing 
information flows (i.e. covert channels) with respect to one or more informa
flow control SFPs. This division arises because the issues concerning 
information flows are, in some sense, orthogonal to the rest of an SFP. 
information flows are flows in violation of policy; thus they are not a policy iss

User notes

297 In order to implement strong protection against disclosure or modification in
face of untrusted software, controls on information flow are required. Ac
controls alone are not sufficient, because of the information flows implici
controlled operations. 

298 In this family, the phrase “types of illicit information flows” is used. This phra
may be used to refer to the categorisation of flows as “Storage Channel
“Timing Channels”, or it can refer to improved categorisations reflective of the s
of the art.

299 The flexibility of these components allow the definition of a privilege policy
allow controlled bypass of all or part of a particular SFP. If there is a need 
predefined approach to SFP bypass, the PP/ST author should con
incorporating a privilege policy.

FDP_IFF.1 Simple Security Attributes

User Application Notes

300 This component requires security attributes on containers of information, an
active recipients of information. It specifies the key rules that are enforced,
describes how security attributes are derived. For example, it should be used
at least one of the information flow control SFPs in the TSP is based on lab
defined in the Bell and LaPadula security policy model [B&L], but these secu
attributes do not form a hierarchy.

301 This component does not specify the details of how a security attribute is ass
(i.e. user versus process). Flexibility in policy is provided by having assignm
that allow specification of additional policy and function requirements, 
necessary.

302 Upon creation of a subject, the FIA_USB specifies that the object (image) an
user attributes determine the subject security attributes. If the SFP has add
rules on the management of the subject security attributes those can be sp
under the additional information flow control SFP rules. If there are specific r
for the object security attributes those can be specified under the addit
information flow control SFP rules. 
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Operations

Assignment: 

303 In FDP_IFF.1.1, the PP/ST author should specify the [information flow
control SFPs] enforced by the TSF.

304 In FDP_IFF.1.1 the PP/ST author should specify [the minimum number
and type of security attributes] which the mechanism will enforce. The
type of security attributes can be things like: subject sensitivity level,
subject clearance level, object sensitivity level, etc.   The minimum
number of each type of security attribute should be sufficient to
support the environmental needs. 

305 In FDP_IFF.1.2 the PP/ST author should specify [for each operation,
the security attribute-based relationship that must hold between subj
and object security attributes] that the TSF will enforce.

306 In FDP_IFF.1.3 the PP/ST author should specify [any additional
information flow control SFP rules] that the TSF is to enforce. If there
are no additional rules then the PP/ST author should specify “none”.

307 In FDP_IFF.1.4 the PP/ST author should specify [any additional SFP
capabilities] that the TSF is to enforce. If there are no additional
capabilities then the PP/ST author should specify “none”.

FDP_IFF.2 Hierarchical Security Attributes

User Application Notes

308 This component requires that all information flow control SFPs in the TSP
hierarchical security attributes that form a lattice.

309 For example, it should be used when at least one of the information flow co
SFPs in the TSP is based on labels as defined in the Bell and LaPadula s
policy model [B&L] and form a hierarchy.

310 It is important to note that the hierarchical relationship requirements identifie
FDP_IFF.2.5 need only apply to the information flow control security attributes
the information flow control SFPs that have been identified in FDP_IFF.2.1. 
component is not meant to apply to other SFPs such as access control SFPs

311 If it is the case that multiple information flow control SFPs are to be specified,
that each of these SFPs will have their own security attributes that are not rela
one another, then the PP/ST author should instantiate this component once fo
of those SFPs. Otherwise a conflict might arise with the sub-items of FDP_IFF
since the required relationships will not exist.
19 December 1997 Version 2.0 Draft Page 67 of 188



D R A F T

FDP_IFF - Information Flow Control Functions User Data Protection

f
ject
ach
ntal

 and

e

hen

control

 be
llicit
Operations 

Assignment: 

312 In FDP_IFF.2.1, the PP/ST author should specify the [information flow
control SFPs] enforced by the TSF.

313 In FDP_IFF.2.1 the PP/ST author should specify [the minimum number and
type of security attributes] which the mechanism will enforce. The type o
security attributes can be things like: subject sensitivity level, sub
clearance level, object sensitivity level, etc.   The minimum number of e
type of security attribute should be sufficient to support the environme
needs.

314 In FDP_IFF.2.2 the PP/ST author should specify [for each operation, the
security attribute-based relationship that must hold between subject
object security attributes] that the TSF will enforce. These relationships
should be based upon ordering relationships between the security
attributes.

315 In FDP_IFF.2.3 the PP/ST author should specify [any additional
information flow control SFP rules] that the TSF is to enforce. If there ar
no additional rules then the PP/ST author should specify “none”.

316 In FDP_IFF.2.4 the PP/ST author should specify [any additional SFP
capabilities] that the TSF is to enforce. If there are no additional rules t
the PP/ST author should specify “none”.

FDP_IFF.3 Limited Illicit Information Flows

User Application Notes

317 This component should be used when at least one of the SFPs that requires 
of illicit information flows does not require elimination of flows.

318 For the specified illicit information flows, certain maximum capacities should
provided. In addition a PP/ST author has the ability to specify whether the i
information flows must be audited. 

Operations 

Assignment: 

319 In FDP_IFF.3.1 the PP/ST author should specify the [information flow
control SFPs] enforced by the TSF.

320 In FDP_IFF.3.1 the PP/ST author should specify the [types of illicit
information flows] which are subject to a maximum capacity limitation.

321 In FDP_IFF.3.1 the PP/ST author should specify the [maximum
capacity] permitted for any identified illicit information flows.
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FDP_IFF.4 Partial Elimination of Illicit Information Flows

User Application Notes

322 This component should be used when all the SFPs that requires control of
information flows require elimination of some (but not necessarily all) illi
information flows.

Operations

Assignment: 

323 In FDP_IFF.4.1 the PP/ST author should specify the [information flow
control SFPs] enforced by the TSF.

324 In FDP_IFF.4.1 the PP/ST author should specify the [types of illicit
information flows] which are subject to a maximum capacity limitation.

325 In FDP_IFF.4.1 the PP/ST author should specify the [maximum capacity]
permitted for any identified illicit information flows.

326 In FDP_IFF.4.2 the PP/ST author should specify the [types of illicit
information flows] to be eliminated. This list may not be empty as this
component requires that some illicit information flows are to be
eliminated.

FDP_IFF.5 No Illicit Information Flows

User Application Notes

327 This component should be used when all the SFPs that require control of 
information flows require elimination of all illicit information flows.

Operations

Assignment: 

328 In FDP_IFF.5.1 the PP/ST author should specify the [information flow
control SFP] for which illicit information flows are to be eliminated.

FDP_IFF.6 Illicit Information Flow Monitoring

User Application Notes

329 This component should be used when it is desired that the TSF provide the a
to audit the use of illicit information flows that exceed a specified capacity.
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Assignment: 

330 In FDP_IFF.6.1 the PP/ST author should specify the [information flow
control SFPs] enforced by the TSF.

331 In FDP_IFF.6.1 the PP/ST author should specify the [list of types of
illicit information flows] that will be monitored for exceeding a
maximum capacity.

332 In FDP_IFF.6.1 the PP/ST author should specify the [maximum
capacity] above which illicit information flows will be monitored by the
TSF.

FDP_IFF.7 Information Flow Authorisation

User Application Notes

333 This component provides requirements for the information flow control functi
to be able to explicitly authorise an information flow based upon security attribu

Operations

Assignment: 

334 In FDP_IFF.7.1, the PP/ST author should specify the [information flow
control SFP] name related to an information flow control SF which will
include the special rule that requires an information flow to be
explicitly authorised.

335 In FDP_IFF.7.1, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly authorise
an information flow. An example is a privilege vector associated with a
subject that always allows it to receive an information flow from objects
covered by the information flow control SFP that has been specified.

FDP_IFF.8 Information Flow Authorisation and Denial

User Application Notes

336 This component provides requirements for the information flow control functi
to be able to explicitly authorise and deny an information flow based upon sec
attributes. 
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Assignment: 

337 In FDP_IFF.8.1, the PP/ST author should specify the [information flow
control SFP] name related to an information flow control SF which w
include the special rule that requires an information flow to be explic
authorised.

338 In FDP_IFF.8.1, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly authorise a
information flow. An example is a privilege vector associated with a sub
that always allows it to receive an information flow from objects covered
the information flow control SFP that has been specified.

339 In FDP_IFF.8.2, the PP/ST author should specify the [information flow
control SFP] name related to an information flow control SF which will
include the special rule that requires an information flow to be
explicitly denied.

340 In FDP_IFF.8.2, the PP/ST author should specify the [value of security
attributes of subjects and objects] that will be used to explicitly deny an
information flow. An example is a privilege vector associated with a
subject that always prevents it from receiving an information flow from
objects covered by the information flow control SFP that has been
specified.
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FDP_ITC Import from Outside TSF Control

341 This family defines mechanisms for importing user data from outside the TSC
the TOE such that the user data security attributes can be preserved. Consist
these security attributes are addressed by FPT_TDC Inter-TSF TSF 
Consistency. 

342 FDP_ITC is concerned with limitations on import, user specification of secu
attributes, and association of security attributes with the user data. 

User notes

343 This family, and the corresponding export family FDP_ETC, address how the 
deals with user data outside its control. This family is concerned with assignin
abstraction of the user data security attributes. 

344 A variety of activities might be involved here:

a) Importing user data from an unformatted medium (e.g. floppy disk or ta
without including any security attributes, and physically marking 
medium to indicate its contents;

b) Importing user data, including security attributes, from a medium 
verifying that the object security attributes are appropriate;

c) Importing user data, including security attributes, from a medium usin
cryptographic sealing technique to protect the association of user dat
security attributes.

345 This family is not concerned with whether the user data may be imported.
concerned with the values of the security attributes to associate with the imp
user data.

346 There are two possibilities for the import of user data: either the user da
unambiguously associated with reliable object security attributes (values
meaning of the security attributes is not modified), or no reliable security attrib
(or no security attributes at all) are available. This family addresses both case

347 If there are reliable security attributes available, they may have been associate
the user data by physical means (the security attributes are on the same me
by logical means (the security attributes are distributed differently, but inc
unique object identification, e.g. cryptographic checksum).

348 This family is concerned with importing user data and maintaining the associ
of security attributes as required by the SFP. Other families are concerned
other import aspects such as consistency, trusted channels, and integrity wh
beyond the scope of this family. Furthermore, FDP_ITC is only concerned wit
interface to the import medium. FDP_ETC is responsible for the other end po
the medium (the source).

349 Some of the well know import requirements are:

a) importing of user data without any security attributes;
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b) importing of user data including security attributes where the two 
associated with one another and the security attributes unambigu
represent the information being imported.

350 These import requirements may be handled by the TSF with or without hu
intervention depending on the IT limitations and the organisational security po
So, for example, if user data is received on a “confidential” channel, the sec
attributes of the objects will be set to “confidential”.

FDP_ITC.1 Import of User Data Without Security Attributes

User Application Notes

351 This component is used to specify the import of user data that does not have r
(or any) security attributes associated with it. This function requires that the se
attributes for the imported user data be initialised within the TSF. It could als
the case that the PP/ST author specifies the rules for import. It may be appro
in some environments, to require that these attributes be supplied via a Truste
or a Trusted Channel mechanism.

Operations

Assignment: 

352 In FDP_ITC.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] that will be enforced when
importing user data from outside of the TSC. The user data that this
function imports is scoped by the assignment of these SFPs.

353 In FDP_ITC.1.3, the PP/ST author should specify any additional
importation control rules or “none” if there are no additional
importation control rules. These rules will be enforced by the TSF in
addition to the access control SFPs and/or information flow control
SFPs selected in FDP_ITC.1.1.

FDP_ITC.2 Import of User Data with Security Attributes

User Application Notes

354 This component is used to specify the import of user data that has reliable se
attributes associated with it. This function relies upon the security attributes th
accurately and unambiguously associated with the objects on the import me
Once imported, those objects will have those same attributes. This req
FPT_TDC to ensure the consistency of the data. It could also be the case th
PP/ST author specifies the rules for import. 
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Operations

Assignment: 

355 In FDP_ITC.2.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] that will be enforced when
importing user data from outside of the TSC. The user data that this
function imports is scoped by the assignment of these SFPs

356 In FDP_ITC.2.5, the PP/ST author should specify any additional
importation control rules or “none” if there are no additional
importation control rules. These rules will be enforced by the TSF in
addition to the access control SFPs and/or information flow control
SFPs selected in FDP_ITC.2.1.
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FDP_ITT Internal TOE Transfer

357 This family provides requirements that address protection of user data whe
transferred between parts of a TOE across an internal channel. This m
contrasted with the FDP_UCT and FDP_UIT family, which provide protection
user data when it is transferred between distinct TSFs across an external ch
and FDP_ETC and FDP_ITC, which address transfer of data to or from outsid
TSF’s Control.

User notes

358 The requirements in this family allow a PP/ST author to specify the desired se
for user data while in transit within the TOE. This security could be protec
against disclosure, modification, or loss of availability.

359 The determination of the degree of physical separation above which this fa
should apply depends on the intended environment of use. In a hostile environ
there may be risks arising from transfers between parts of the TOE separa
only a system bus. In more benign environments, the transfers may be acros
traditional network media.

FDP_ITT.1 Basic Internal Transfer Protection

Operations

Assignment: 

360 In FDP_ITT.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] covering the information
being transferred.

Selection: 

361 In FDP_ITT.1.1 the PP/ST author should specify the protection the
user data should have while in transport. The options are [disclosure,
modification, loss of use].

FDP_ITT.2 Transmission Separation by Attribute

User Application Notes

362 One of the ways to achieve separation of channels based on SFP-relevant at
is through the use of distinct encryption algorithms.

363 For example, this component could be used to provide different protectio
information with different clearance levels.
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Assignment: 

364 In FDP_ITT.2.1, the PP/ST author should specify the [access control SFP
and/or information flow control SFP] covering the information being
transferred.

Selection: 

365 In FDP_ITT.2.1 the PP/ST author should specify the protection the 
data should have while in transport. The options are [disclosure,
modification, loss of use].

Assignment: 

366 In FDP_ITT.2.2, the PP/ST author should specify the [security
attributes that require separate transmission channels] so that the TSF
can properly determine when to transmit the data via separate
channels. An example is that the identity of the owner of the user data
that has been transmitted is transmitted via a separate channel from
the user data itself.

FDP_ITT.3 Integrity Monitoring

User Application Notes

367 This component is used in combination with either FDP_ITT.1 or FDP_ITT.2
ensures that the TSF checks received user data (and their attributes) for int
FDP_ITT.1 or FDP_ITT.2 will provide the data in a manner such that it is prote
from modification (so that FDP_ITT.3 can detect any modifications).

368 The PP/ST author has to specify which types of errors must be detected. The 
author should consider: modification of data, substitution of data, unrecove
ordering change of data, replay of data, incomplete data, in addition to 
integrity errors.

369 The PP/ST author must specify which actions the TSF should take on detect
a failure. For example: ignore the user data, request the data again, infor
authorised administrator, reroute traffic for other lines.
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Assignment: 

370 In FDP_ITT.3.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] that the TSF will enforce in
order to monitor user data transmissions for integrity errors.

371 In FDP_ITT.3.1, the PP/ST author should specify the type of possible
[integrity errors] to be monitored during transmission of the user data.

372 In FDP_ITT.3.2, the PP/ST author should specify the [action to be
taken] by the TSF when an integrity error is encountered. An example
might be that the TSF should request the resubmission of the user data

FDP_ITT.4 Attribute-Based Integrity Monitoring

373 This component is used in combination with FDP_ITT.2. It ensures that the
checks received user data (and their attributes) for integrity.

374 For example, this component could be used to provide different protectio
information with different integrity levels such as high integrity required.

375 The PP/ST author has to specify which types of errors must be detected. The 
author should consider: modification of data, substitution of data, unrecove
ordering change of data, replay of data, incomplete data, in addition to 
integrity errors.

376 The PP/ST author should specify which attributes require a different transmi
channel.

377 The PP/ST author must specify which actions the TSF should take on detect
a failure. For example: ignore the user data, request the data again, infor
authorised administrator, reroute traffic for other lines.

Operations

Assignment: 

378 In FDP_ITT.4.1, the PP/ST author should specify the [access control SFP
and/or information flow control SFP] that the TSF will enforce in order to
monitor user data transmissions for integrity errors.

379 In FDP_ITT.4.1, the PP/ST author should specify the type of poss
[integrity errors] to be monitored during transmission of the user data.

380 In FDP_ITT.4.1, the PP/ST author should specify a list of [security
attributes that require separate transmission channels].

381 In FDP_ITT.4.2, the PP/ST author should specify the [action to be taken]
by the TSF when an integrity error is encountered.
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FDP_RIP  Residual Information Protection

382 This family addresses the need to ensure that deleted information is no l
accessible, and that newly-created objects do not contain information 
previously used objects within the TOE. This family does not address objects s
off-line.

User notes

383 This family requires protection for information that has been logically delete
released (not available to the user but still within the system and ma
recoverable). In particular, this includes information that is contained in an ob
as part of the TSF reusable resources, where destruction of the object do
necessarily equate to destruction of the resource or any contents of the resou

384 FDP_RIP typically controls access to information that is not part of any curre
defined or accessible object; however, in certain cases this may not be tru
example, object “A” is a file and object “B” is the disk upon which that file resid
If object “A” is deleted, the information from object “A” is under the control 
FDP_RIP even though it is still part of object “B”.

385 It is important to note that FDP_RIP applies only to on-line objects and not off
objects such as those backed-up on tapes. For example, if a file is deleted
TOE, FDP_RIP can be instantiated to require that no residual information e
upon deallocation; however, the TSF cannot extend this enforcement to that
file which exists on the off-line back-up. Therefore that same file is still availa

386 FDP_RIP and FDP_ROL can conflict when FDP_RIP is instantiated to require
residual information be cleared at the time the application releases the object
TSF (i.e. upon deallocation). Therefore, the RIP selection of “deallocation” ca
be used with FDP_ROL since there would be no information to roll back. The o
selection, “unavailability upon allocation”, may be used with FDP_ROL.

387 There are no audit requirements in FDP_RIP because this is not a user-invo
function. Auditing of allocated or deallocated resources would be auditable as
of the access control SFP or the information flow control SFP operations.

388 This family should apply to the objects specified in the access control SFP o
information flow control SFP as specified by the PP/ST author. 

FDP_RIP.1 Subset Residual Information Protection

User Application Notes

389 This component requires that, for a subset of the objects in the TOE, the TS
ensure that there is no available residual information contained in a res
allocated to those objects or deallocated from those objects.
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Operations

Selection: 

390 In FDP_RIP.1.1, the PP/ST author should specify the event [allocation
of the resource to or deallocation of the resource from] that invokes the
residual information protection function. 

Assignment: 

391 In FDP_RIP.1.1, the PP/ST author should specify the [list of objects]
subject to residual information protection.

FDP_RIP.2 Full Residual Information Protection

User Application Notes

392 This component requires that for all objects in the TOE, the TSF will ensure tha
there is no available residual information contained in a resource allocated to
objects or deallocated from those objects.

Operations

Selection: 

393 In FDP_RIP.2.1, the PP/ST author should specify the event [allocation of
the resource to or deallocation of the resource from] that invokes the
residual information protection function. 
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FDP_ROL Rollback

394 This family addresses the need to return to a well defined valid state. For exa
the need of a user to undo modifications to a file or to undo transactions in ca
an incomplete series of transaction as in the case of databases. 

395 This family is intended to assist a user in returning to a well defined valid state
the user decided that he wanted the last set of actions undone, or, for exam
distributed databases, the return of all of the distributed copies of the databa
the state before an operation failed.

396 FDP_RIP and FDP_ROL conflict when FDP_RIP enforces that the contents w
made unavailable at the time that a resource is deallocated from an o
Therefore, this use of FDP_RIP cannot be combined with FDP_ROL since 
would be no information to roll back. FDP_RIP can only be used with FDP_R
when it enforces that the contents will be unavailable at the time that a resou
allocated to an object. This is because the FDP_ROL mechanism will hav
opportunity to access the previous information that may still be present in the
in order to successfully roll back the operation.

397 The rollback requirement is bounded by certain limits. For example a text e
typically only allows you roll back up to a certain number of commands. Ano
example would be reverting to backups. If backup tapes are rotated, after a t
reused, the information can no longer be retrieved. This also poses a bound 
rollback requirement.

FDP_ROL.1 Basic Rollback

User Application Notes

398 This component allows a user or subject to undo a set of operations on a pred
set of objects.

399 The undo is only possible within certain limits, for example up to a numbe
characters or up to a time limit.
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Operations

Assignment: 

400 In FDP_ROL.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] that will be enforced for
rollback operations.

401 In FDP_ROL.1.1 the PP/ST author should specify the [list of
operations] that can be rolled back.

402 In FDP_ROL.1.1 the PP/ST author should specify the [list of objects]
which are subjected to the rollback policy.

403 In FDP_ROL.1.2 the PP/ST author should specify the [boundary limit
to which rollback operations may be performed]. The boundary may be
specified as a predefined period of time, for example, operations may
be undone which were performed within the past two minutes. Other
possible boundaries may be defined as the maximum number o
operations allowable or the size of a buffer.

FDP_ROL.2 Advanced Rollback

User Application Notes

404 This component enforces that the TSF provide the capability to rollback
operations; however, the user can choose to rollback only a part of them.

Operations

Assignment: 

405 In FDP_ROL.2.1, the PP/ST author should specify the [access control SFP
and/or information flow control SFP] that will be enforced for rollback
operations.

406 In FDP_ROL.2.1 the PP/ST author should specify the [list of objects] which
are subjected to the rollback policy.

407 In FDP_ROL.2.2 the PP/ST author should specify the [boundary limit
to which rollback operations may be performed]. The boundary may be
specified as a predefined period of time, for example, operations may
be undone which were performed within the past two minutes. Other
possible boundaries may be defined as the maximum number o
operations allowable or the size of a buffer.
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408 This family provides requirements that address protection of user data while
stored within the TSC. 

User notes

409 Hardware glitches or errors may affect data stored in memory. This family prov
requirements to detect these unintentional errors. The integrity of user data 
stored on storage devices within the TSC are also addressed by this family.

410 To prevent a subject from modifying the data, the FDP_IFF or FDP_ACF fam
are required (rather than this family).

411 This family differs from FDP_ITT Internal TOE Transfer which protects the u
data from integrity errors while being transferred within the TOE.

FDP_SDI.1 Stored Data Integrity Monitoring

User Application Notes

412 This component monitors data stored on media for integrity errors. The P
author can specify different kinds of user data attributes that will be used a
basis for monitoring.

Operations

Assignment: 

413 In FDP_SDI.1.1 the PP/ST author should specify the [integrity errors]
that the TSF will detect.

414 In FDP_SDI.1.1 the PP/ST author should specify the [user data
attributes] that will be used as the basis for the monitoring.

FDP_SDI.2 Stored Data Integrity Monitoring and Action

User Application Notes

415 This component monitors data stored on media for integrity errors. The P
author can specify which action should be taken in case an integrity err
detected.
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Operations

Assignment: 

416 In FDP_SDI.2.1 the PP/ST author should specify the [integrity errors] that
the TSF will detect.

417 In FDP_SDI.2.1 the PP/ST author should specify the [user data attributes]
that will be used as the basis for the monitoring.

418 In FDP_SDI.2.2 the PP/ST author should specify the [actions to be
taken] in case an integrity error is detected.
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419 This family defines the requirements for ensuring the confidentiality of user 
when it is transferred using an external channel between the TOE and an
Trusted IT Product. Confidentiality is enforced by preventing unauthor
disclosure of user data in transit between the two end points. The end points m
a TSF or a user.

User notes

420 This family provides a requirement for the protection of user data during trans
contrast, FTP_ITC handles TSF data. 

FDP_UCT.1 Basic Data Exchange Confidentiality

User Application Notes

421 The TSF has the ability to protect from disclosure some user data whic
exchanged. 

Operations

Assignment: 

422 In FDP_UCT.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] which will be enforced when
exchanging user data.

423 In FDP_UCT.1.1, the PP/ST author should specify whether this
element applies to a mechanism that [transmits or receives] user data.
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424 This family defines the requirements for providing integrity for user data in tra
between the TSF and another Trusted IT Product and recovering from dete
errors. Integrity is enforced by preventing unauthorised modification of dat
transit between the two end points.

User notes

425 This family defines the requirements for providing integrity for user data in tra
while FPT_ITI handles TSF data.

426 FDP_UIT and FDP_UCT are duals of each other, as FDP_UCT addresses us
confidentiality. Therefore, the same mechanism could possibly be use
implement other families such as FDP_UCT and FDP_ITC.

FDP_UIT.1 Basic Data Exchange Integrity

User Application Notes

427 The TSF has a basic ability to send or receive user data in a manner suc
modification of the user data can be detected. There is no requirement for 
mechanism to attempt to recover from the modification.

Operations

Assignment: 

428 In FDP_UIT.1.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] which will be enforced on the
exchange of data.

Selection: 

429 In FDP_UIT.1.1, the PP/ST author should specify whether this element
applies to a TSF that is [transmitting or receiving] objects.

430 In FDP_UIT.1.1 the PP/ST author should specify whether the data
should be protected from [modification, deletion, insertion or replay].

431 In FDP_UIT.1.2 the PP/ST author should specify whether the errors of
the type: [modification, deletion, insertion or replay] are detected.

FDP_UIT.2 Source Data Exchange Recovery

User Application Notes

432 This component provides the ability to recover from a set of identified transmis
errors, if required with the help of the other Trusted IT Product.
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Assignment: 

433 In FDP_UIT.2.1, the PP/ST author should specify the [access control
SFP and/or information flow control SFP] which will be enforced when
recovering user data.

434 In FDP_UIT.2.1, the PP/ST author should specify the [list of integrity
errors] from which the TSF, with the help of the source Trusted IT
Product, is be able to recover the original user data.

FDP_UIT.3 Destination Data Exchange Recovery

User Application Notes

435 This component provides the ability to recover from a set of identified transmis
errors. It accomplishes this task with without help from the source Truste
Product.

Operations

Assignment: 

436 In FDP_UIT.3.1, the PP/ST author should specify the [access control SFP
and/or information flow control SFP] which will be enforced when
recovering user data.

437 In FDP_UIT.3.1, the PP/ST author should specify the [list of integrity
errors] from which the receiving TSF, alone, is be able to recover the
original user data.
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Identification and Authentication

438 A common security requirement is to control the access of users to the TOE
involves not only establishing the claimed identity of each user, but also veri
that each user is indeed who he/she claims to be. This is achieved by requiring
to provide the TSF with some information that is known by the TSF to be assoc
with the user in question.

439 Families in this class address the requirements for functions to establish and 
a claimed user identity. Identification and Authentication is required to ensure
users are associated with the proper Security Attributes (e.g. identity, groups,
security or integrity levels). 

440 The unambiguous identification of authorised users and the correct associat
security attributes with users and subjects is critical to the enforcement o
security policies. 

441 The FIA_UID family addresses determining the identity of a user. 

442 The FIA_UAU family addresses verifying the identity of a user. 

443 The FIA_AFL family addresses defining limits on repeated unsucces
authentication attempts. 

444 The FIA_ATD family address the definition of user attributes that are used in
enforcement of the TSP. 

445 The FIA_USB family addresses the correct association of security attribute
each authorised user. 

446 The FIA_SOS family addresses the generation and verification of secrets
satisfy a defined metric.
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 - Identification and Authentication
Figure B.8  -  Identification and Authentication class decomposition

Identification and Authentication

1FIA_AFL Authentication Failures
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FIA_SOS Specification of Secrets

FIA_UID User Identification 1 2
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Identification and Authentication   - 
Figure B.9  -  Identification and Authentication requirements construction rules

User Authentication Data Administration

User Authentication Data Protection User Authentication

Authentication Failures

User Attribute Administration

User Attribute Definition

User Identification

Specification of Secrets User-Subject Binding
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FIA_AFL Authentication Failures

447 This family addresses requirements for defining values for authentication atte
and TSF actions in cases of authentication attempt failure. Parameters includ
are not limited to, the number of attempts and time thresholds.

448 The meaning of the session establishment process is the interaction with the 
perform the session establishment independent of the actual implementation.
number of unsuccessful authentication attempts in a row exceed the indi
threshold, either the user account or the terminal (or both) will be locked. If the
account is disabled, the user cannot log-on to the system. If the terminal is dis
the terminal (or the address that the terminal has) cannot be used for any l
Both of these situations will continue until the condition for re-establishmen
satisfied.

FIA_AFL.1 Basic Authentication Failure Handling

User Application Notes

449 It is acceptable for the number of unsuccessful authentication attempts 
specified by the TOE developer. It is also acceptable if this value is also modif
by a user authorised to perform administrative functions. The unsucce
authentication attempts need not be consecutive, but rather related 
authentication event. Such an authentication event could be the count from th
successful session establishment at a given terminal.

450 The PP/ST author could specify a list of actions that the TSF shall take in the
of authentication failure. An authorised administrator could also be allowe
manage the events, if deemed opportune by the PP/ST author. These action
be among other things, terminal deactivation, user deactivation, adminis
alarm. The conditions under which the situation will be restored to normal mu
specified on the action. 

451 TOEs usually ensure that there is at least one user account that cannot be d
in order to prevent denial of service. In order to accomplish this for such acco
as these and points of entries like the console, the condition for re-enablin
session establishment procedure could be a zero or very small time-out valu
must expire.

452 The actions for the TSF can be stated by the PP/ST author, including rules f
enabling the user session establishment process, or sending an alarm 
administrator. Examples are: until a specified time has lapsed, until the autho
administrator re-enables the terminal/account, a time related to failed pre
attempts (every time the attempt fails, the disabling time is doubled), et ceter
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Operations

Selection: 

453 In FIA_AFL.1.1, the PP/ST author must specify the threshold for the
unsuccessful authentication attempts. The PP/ST author has to selec
either a fixed number, and/or allow the authorised administrator to
configure the number. It is not acceptable that none of the two is
selected.

Assignment: 

454 In FIA_AFL.1.1, if the PP/ST author wanted to specify a default
number this number must be indicated. This number must be larger
than zero. 

455 In FIA_AFL.1.1, the PP/ST author should specify the authentication
events. Examples of these authentication events are: the unsuccess
authentication attempts since the last successful authentication for the
indicated user identity, the unsuccessful authentication attempts since
the last successful authentication for the current terminal, the number
of unsuccessful authentication attempts in the last 10 minutes. At leas
one authentication event must be specified.

Assignment: 

456 In FIA_AFL.1.2, the PP/ST author must specify the actions to be taken
in case the threshold is reached. These actions could be disabling of a
account for 5 minutes, disabling the terminal for an increasing amount
of time (2 to the power of the number of unsuccessful attempts in
seconds), or disabling of the account until unlocked by the
administrator and simultaneously informing the administrator. The
actions should specify the measures and if applicable the duration o
the measure (or the conditions under which the measure will be ended)
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FIA_ATD User Attribute Definition

457 All authorised users may have a set of security attributes, other than the 
identity, that is used to enforce the TSP. This family defines the requiremen
associating user security attributes with users as needed to support the TSP.

User notes

458 There are dependencies on the individual security policy definitions. T
individual definitions should contain the listing of attributes that are necessar
policy enforcement. 

FIA_ATD.1 User Attribute Definition

User Application Notes

459 This component specifies the security attributes that should be maintained 
level of the user. This means that the security attributes listed are assigned 
can be changed at the level of the user. In other words changing a security at
in this list associated with a user will have no impact on the security attribut
any other user. 

460 In case security attributes belong to a group of users (such as Capability Lis
group), the user will have a security attribute ‘pointer to group’.

Operations

Assignment: 

461 In FIA_ATD.1.1, the PP/ST author must specify the security attributes
that are associated to an individual user. This management should no
be able to remove security attributes from this list. An example of such
a list is {‘clearance’, ‘group identifier’, ‘rights’}. 
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FIA_SOS Specification of Secrets

462 This family defines requirements for mechanisms that enforce defined qu
metrics on provided secrets and generate secrets to satisfy the defined m
Examples of such mechanisms may include: automated checking of user su
passwords, automated password generation, etc.

463 A secret can be generated by separated means e.g. selected by the u
introduced in the system. In that case the FIA_SOS.1 can be used to ensure t
external generated secret adheres to certain standards. For example a minimu
not present in a dictionary, and not used before. 

464 Another possibility is that the TOE is expected to create the secret. In that
FIA_SOS.2 can be used to require the TOE to generate the secrets that will 
to some metrics such as a minimum size, not present in a dictionary, and no
before.

User notes

465 Secrets contain the authentication data provided by the user for an authenti
mechanism that is based on knowledge the user possesses. In case crypto
keys are employed, the class FCS should be used instead of this family.

FIA_SOS.1 Verification of Secrets

User Application Notes

466 Secrets can be generated by the user. This component ensures that tho
generated secrets can be verified to meet a certain quality metric.

Operations

Assignment: 

467 In FIA_SOS.1.1, the PP/ST author must provide a defined quality
metric. The quality metric specification can be as simple as a
description of the quality checks to be performed or as formal as a
reference to a government published standard that defines the quality
metrics that secrets must meet. Examples of quality metrics could
include a description of the alphanumeric structure of acceptable
secrets and/or the space size that acceptable secrets must meet.

FIA_SOS.2 TSF Generation of Secrets

468 This component allows the TSF to generate secrets for specific functions su
authentication by means of passwords. 
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User Application Notes

469 When a pseudo-random number generator is used in a secret generation alg
it should accept as input random data that would provide output which has a
degree of unpredictability. This random data (seed) can be derived from a nu
of available parameters such as a system clock, system registers, date, time, e
parameters should be selected to ensure that the number of unique seeds tha
generated from these inputs should be at least equal to the minimum num
secrets that must be generated.

Operations

Assignment: 

470 In FIA_SOS.2.1, the PP/ST author must provide a defined quality
metric. The quality metric specification can be as simple as a
description of the quality checks to be performed or as formal as a
reference to a government published standard that defines the quality
metrics that secrets must meet. Examples of quality metrics could
include a description of the alphanumeric structure of acceptable
secrets and/or the space size that acceptable secrets must meet.

471 In FIA_SOS.2.2, the PP/ST author must provide a list of TSF functions
for which the TSF generated secrets must be used. An example of suc
a function could include a password based authentication mechanism.
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FIA_UAU User Authentication 

472 This family defines the types of user authentication mechanisms supported b
TSF. This family defines the required attributes on which the user authentic
mechanisms must be based. 

FIA_UAU.1 Timing of authentication

User Application Notes

473 This component requires that the PP/ST author define the TSF-mediated a
that can be performed by the TSF on behalf of the user before the claimed id
of the user is authenticated. The TSF-mediated actions should have no se
considerations with users incorrectly identifying themselves prior to be
authenticated. For all other TSF-mediated actions not in the list, the user mu
authenticated before the action can be performed by the TSF on behalf of the

474 This component cannot control whether the actions can also be performed b
the identification took place. This requires the use of either FIA_UID.1 
FIA_UID.2 with the appropriate assignments.

Operations

Assignment: 

475 In FIA_UAU.1.1, the PP/ST author must specify a list of TSF-mediated
actions that can be performed by the TSF on behalf of a user before the
claimed identity of the user is authenticated. This list cannot be empty.
If no actions are appropriate, component FIA_UAU.2 should be used
instead. An example of such an action might include the request for
help on the login procedure.

FIA_UAU.2 User authentication before any action

User Application Notes

476 This component requires that users are identified before any TSF-mediated 
can take place on behalf of that user. 

477 This component includes only minimal form of individual user authentication, 
is intended for use in products that will have limited exposure to authentic
attacks.
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FIA_UAU.3 Unforgeable Authentication

User Application Notes

478 This component addresses requirements for authentication mechanisms 
provide protection of authentication data. Authentication data that is copied 
another user, or is in some way constructed shall be detected and rejected
mechanism provides confidence that users authenticated by the TSF are a
who they claim to be. 

479 This component may only be useful with authentication mechanisms which
based on authentication data that cannot be shared (e.g. biometrics). It is impo
for a TSF to detect or prevent the sharing of passwords outside the control 
TSF.

FIA_UAU.4 Single-use Authentication Mechanisms

User Application Notes

480 This component addresses requirements for authentication mechanisms ba
single-use authentication data. Single-use authentication data can be someth
user has or knows, but not something the user is. Examples of singl
authentication data include such things as single-use passwords, encrypted
stamps, random numbers from a secret lookup table.

481 The PP/ST author can specify to which authentication mechanism(s) 
requirement applies.

Operations

Assignment: 

482 In FIA_UAU.4.1, the PP/ST author must specify the list of
authentication mechanisms to which this requirement applies. This
assignment can be ‘all authentication mechanisms’. An example of this
assignment could be “the authentication mechanism employed to
authenticate people on the external network”.

FIA_UAU.5 Multiple Authentication Mechanisms

User Application Notes

483 The use of this component allows specification of requirements for more than
authentication mechanism. For each separate mechanism, applicable require
must be chosen from the FIA class to be applied to each mechanism. It is po
that the same component could be selected multiple times in order to r
different requirements for the different authentication mechanism. 
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484 The management functions in the class FMT may provide maintenance capab
for the set of authentication mechanisms, as well as the rules that determine w
the authentication was successful. 

485 To allow anonymous users to be on the system a ‘none’ authentication mech
can be incorporated. The use of such access should be clearly explained in th
of FIA_UAU.5.2.

Assignment: 

486 In FIA_UAU.5.1, the PP/ST author must define the available
authentication mechanisms. An example of such a list could be: “none
password mechanism, biometric (retinal scan), S/key mechanism”.

Assignment: 

487 In FIA_UAU.5.2, the PP/ST author must specify the rules that describe
how the authentication mechanisms provide authentication. This
means that for each situation the set of mechanisms that might be use
for authenticated must be described. An example of a list of such rules
is: 
“if the user has special privileges a password mechanism and 
biometric mechanism both shall be used, with success only if both
succeed; for all other users a password mechanism shall be used.”
The PP/ST author might give the boundaries within which the
authorised administrator may specify specific rules. An example of a
rule is: “the user shall always be authenticated by means of a token; the
administrator might specify additional authentication mechanisms that
also must be used.” The PP/ST author also might choose not to speci
any boundaries but leave the authentication mechanisms and their
rules completely up to the authorised administrator. 

FIA_UAU.6 Re-authenticating

User Application Notes

488 This component addresses potential needs to re-authenticate users at defined
in time. These may include user requests for the TSF to perform security rel
actions, as well as requests from non-TSF entities for re-authentication (e.g. a 
application requesting that the TSF re-authenticate the client it is serving).

Operations

Assignment: 

489 In FIA_UAU.6.1, the PP/ST author shall specify the list of conditions
requiring re-authentication. This list could include a specified user
inactivity period that has elapsed, the user has requested a change i
active security attributes, or the user has requested the TSF to perform
a security critical function.
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The PP/ST author might give the boundaries within which the
reauthentication should occur and leave the specifics to the authorised
administrator. An example of such a rule is: “the user shall always be
re-authenticated at least once a day; the administrator might specify
that the re-authentication should happen more often but not more often
than once every 10 minutes.”

FIA_UAU.7 Protected authentication feedback

User Application Notes

490 This component addresses the feedback on the authentication process that 
provided to the user. In some systems the feedback consists of indicating how
characters have been typed but not showing the characters themselves, in
systems even this information might not be appropriate.

491 This component requires that the authentication data is not provided as-is b
the user. In a workstation environment it could display a ‘dummy’ (e.g. star
each password character provided, and not the original character.

Operations

Assignment: 

492 In FIA_UAU.7.1, the PP/ST author shall specify the feedback related to
the authentication process that will be provided to the user. An example
of a feedback assignment is “the number of characters typed”, another
type of feedback is “the authentication mechanism that failed the
authentication”. 
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FIA_UID User Identification 

493 This family defines the conditions under which users shall be required to ide
themselves before performing any other actions that are to be mediated by th
and which require user identification. 

FIA_UID.1 Timing of Identification

User Application Notes

494 In this component users will be identified. A user is allowed by the TSF to per
certain specified actions. The control of this component will only be on th
actions whose execution the TSF can control before identification.

495 If FIA_UID.1 is used, the TSF-mediated actions mentioned in FIA_UID.1 sho
also appear in this FIA_UAU.1.

Operations

Assignment: 

496 In FIA_UID.1.1, the PP/ST author must specify a list of TSF-mediated
actions that can be performed by the TSF on behalf of a user before the
user has to identify itself. This list cannot be empty. If no actions are
appropriate, component FIA_UID.2 should be used instead. An
example of such an action might include the request for help on the
login procedure.

FIA_UID.2 User Identification before any action

User Application Notes

497 In this component users will be identified. A user is not allowed by the TS
perform any action before being identified. 
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FIA_USB User-Subject Binding

498 An authenticated user, in order to use the TOE, typically activates a subject
user’s security attributes are associated (totally or partially) with this subject.
family defines requirements to create and maintain the association of the 
security attributes to a subject acting on the user’s behalf. 

FIA_USB.1 User-Subject Binding

User Application Notes

499 The phrase “acting on behalf of” has proven to be a contentious issue in the pre
criteria. It is intended that a subject is acting on behalf of the user who cause
subject to come into being or to be activated to perform a certain task. Ther
when a subject is created as a result of the identification and authentication pr
that subject is acting on behalf of the user who was identified and authenticat
case anonymity is used, the subject is still acting on behalf of a user, but the id
of the user is unknown. A special category are the subjects that serve multiple
(e.g. a server process). In that case the user that created this subject is assu
be the ‘owner’.
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Security Management

500 This class specifies the management of the several aspects of the TSF. The 
consist of the security attributes, TSF data and functions. The different roles
respect to management and their interaction, such as separation of capabili
also be specified.

Figure B.10  -  Security Management class decomposition

Security Management

1FMT_MOF Management of functions in TSF

1

2FMT_MTD Management of TSF data

3

1 2FMT_SMR Security Management Roles

3

1

2

3

FMT_MSA Management of Security Attributes

FMT_REV Revocation 1

FMT_SAE Security Attribute Expiration 1
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501 In an environment where the TOE is made up of multiple physically separated
that form a distributed system, the timing issues with respect to propagatio
security attributes, TSF data, and function modification become very com
especially if the information is required to be replicated across the parts of the
In such situations, use of components from FPT_TRC is advisable.
Page 102 of 188 Version 2.0 Draft 19 December 1997



D R A F T

Security Management FMT_MOF - Management of functions in TSF

trol the
to a

 and
and
iated
ystem

audit
 and
ystem

ple,

tion.
OE

e of
ices,
 and

cluded
quate

. For
ight

 TSF.
g or
tion.
g of
FMT_MOF Management of functions in TSF

502 The TSF management functions enable authorised users to set up and con
secure operation of the product. These administrative functions typically fall in
number of different categories:

a) Management functions that relate to access control, accountability
authentication controls enforced by the TOE. For example, definition 
update of user security characteristics (e.g. unique identifiers assoc
with user names, user accounts, system entry parameters) or auditing s
controls (e.g. selection of audit events, management of audit trails, 
trail analysis, and audit report generation) and functions that define
update per-user policy attributes (such as user clearance), known s
access control labels, control and management of user groups.

b) Management functions that relate to controls over availability. For exam
definition and update of availability parameters or resource quotas.

c) Management functions that relate to general installation and configura
For example, TOE configuration, manual recovery, installation of T
security fixes (if any), repair and reinstallation of hardware.

d) Management functions that relate to routine control and maintenanc
TOE resources. For example, enabling and disabling peripheral dev
mounting of removable storage media, backup and recovery of user
system objects.

503 Note that these functions need to be present in a TOE based on the families in
in the PP or ST. It is the responsibility of the PP/ST author to ensure that ade
functions will be provided to manage the system in a secure fashion.

504 The TSF might contain functions that can be controlled by an administrator
example the auditing functions can be switched off, the time synchronisation m
be switchable, authentication mechanism might be modifiable, etcetera.

FMT_MOF.1 Management of security functions behaviour

505 This component allows identified roles to manage the security functions of the
This might entail obtaining the current status of a security function, disablin
enabling the security function, or modifying the behaviour of the security func
An example of modifying the behaviour of the security functions is the changin
authentication mechanisms.

Operations

Selection: 

506 In FMT_MOF.1.1 the PP/ST author should select the actions from the
list determine behaviour, disable, enable, and/or modify that can be
performed on security functions.
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Assignment: 

507 In FMT_MOF.1.1 the PP/ST author should specify the roles that are
allowed to modify the functions in the TSF. The possible roles are
specified in FMT_SMR.1. 

Assignment: 

508 In FMT_MOF.1.1 the PP/ST author should specify the functions that
can be modified by the identified roles. Examples include auditing, or
time determination.
If the behaviour of the security function can be modified, as specified
by the selection, the range of modification should be indicated. An
example of such a range is “authentication function by selecting a
different mechanism”.
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FMT_MSA Management of Security Attributes

509 This family defines the requirements on the management of security attribute

510 Users, subjects and objects have security attributes attached which will affe
behaviour of the TSF. Examples of such security attributes are the groups to 
a user belongs, the roles he/she might assume or the priority of a process (su
These security attributes need to be managed by the user, a subject or an aut
administrator.

511 FMT_MSA.2 can be used to ensure that all combinations of security attribute
not result in an insecure state. The definition of what “secure” means is left t
TOE guidance and the TSP model.

512 In some instances subjects, objects or users are created. If no explicit valu
certain security attributes are given, default values need to be used. These 
values can be managed by FMT_MSA.1 by specifying in the operations tha
default values of the security attributes can be modified.

FMT_MSA.1 Management of security attributes

513 This component allows users with a certain role to modify values of sec
attributes. The users are assigned to a role within the component FMT_SMR

514 The default value of a parameter is the value the parameter would take whe
parameter is instantiated without specifically assigned values. An initial valu
provided during the instantiation (creation) of a parameter and is meant to ove
the default value.

Operations

Selection: 

515 In FMT_MSA.1.1 the PP/ST author should specify the operations that
can be applied to the identified security attributes. The PP/ST author
can specify that the role can modify the default value (change_default)
read or modify the security attribute, or delete the security attributes
entirely.

Assignment: 

516 In FMT_MSA.1.1 the PP/ST author should specify the roles that are
allowed to modify the values of the security attributes. The possible
roles are specified in FMT_SMR.1. 

Assignment: 

517 In FMT_MSA.1.1, list the access control SFP or the information flow
control SFP for which the object security attributes are applicable.
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Assignment: 

518 In FMT_MSA.1.1 the PP/ST author should specify the security
attributes that can be modified by the identified roles. It is possible for
the PP/ST author to specify that the default value such as defaul
access-rights can be managed. Examples of these security attributes a
user-clearance, priority of service level, access control list
default_access_rights.

FMT_MSA.2 Safe security attributes

519 This component covers requirements on the values that can be assigned to s
attributes. The assigned values should be such that the TOE will remain in a s
state.

520 The definition of what ‘safe’ means is not answered in this component but is le
the development of the TOE (specifically ADV_SPM.1 Informal TOE secu
policy model) and the resulting information in the guidance. An example coul
that if a user account is created, it should have a non-trivial password.

FMT_MSA.3 Static Attribute Initialisation

User Application Notes

521 This component requires that the TSF provide default values for relevant o
security attributes, which can be overridden by an initial value. It may stil
possible for a new object to have different security attributes at creation,
mechanism exists to specify the permissions at time of creation.

Operations

Assignment: 

522 In FMT_MSA.3.1, list the access control SFP or the information flow
control SFP for which the object security attributes are applicable.

Assignment: 

523 In FMT_MSA.3.1, the PP/ST author should select whether the default
property of the access control attribute will be restrictive, permissive, or
another property. In case of another property the PP/ST author should
refine this to a specific property.

Assignment: 

524 In FMT_MSA.3.2 the PP/ST author should specify the roles that are
allowed to modify the values of the security attributes. The possible
roles are specified in FMT_SMR.1. 
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FMT_MTD Management of TSF data

525 This component imposes requirements on the management of TSF data. Exa
of TSF data are the current time and the audit trail. So for example this fa
allows the specification of whom can read, delete or create the audit trail. 

FMT_MTD.1 Management of TSF data

526 This component allows users with a certain role to modify values of TSF data
users are assigned to a role within the component FMT_SMR.1.

527 The default value of a parameter is the value the parameter would take whe
parameter is instantiated without specifically assigned values. An initial valu
provided during the instantiation (creation) of a parameter and is meant to ove
the default value.

Operations

Selection: 

528 In FMT_MTD.1.1 the PP/ST author should specify the operations that
can be applied to the identified TSF data. The PP/ST author can specify
that the role can modify the default value (change_default), clear, read
or modify the TSF data, or delete the TSF data entirely. To clarify clear
a TSF data means that the values are removed but that the entity itsel
remain in the system. 

Assignment: 

529 In FMT_MTD.1.1 the PP/ST author should specify the roles that are
allowed to modify the values of the TSF data. The possible roles ar
specified in FMT_SMR.1. 

Assignment: 

530 In FMT_MTD.1.1 the PP/ST author should specify the TSF data that
can be modified by the identified roles. It is possible for the PP/ST
author to specify that the default value can be managed. 

FMT_MTD.2 Management of limits on TSF data

531 This component specifies limits on TSF data and actions to be taken if these 
are exceeded. This component will allow for example limits on the size of the 
trail to be defined, and actions to be taken when these limits are exceeded.
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Operations

Assignment: 

532 In FMT_MTD.2.1 the PP/ST author should specify the roles that are
allowed to modify the limits on the TSF data and the actions to be taken
The possible roles are specified in FMT_SMR.1.

Assignment: 

533 In FMT_MTD.2.1 the PP/ST author should specify the TSF data that
can have limits and should result in the specified actions if the limit is
exceeded. An example of such TSF data is the number of users logge
in.

Assignment: 

534 In FMT_MTD.2.2 the PP/ST author should specify the actions to be
taken if the specified limit on the specified TSF data is exceeded. An
example of such TSF action is that the authorised administrator is
informed and an audit record is generated.

FMT_MTD.3 Safe TSF data

535 This component covers requirements on the values that can be assigned to TS
The assigned values should be such that the TOE will remain in a secure sta

536 The definition of what ‘safe’ means is not answered in this component but is le
the development of the TOE (specifically ADV_SPM.1 Informal TOE secu
policy model) and the resulting information in the guidance.
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FMT_REV Revocation

537 This family addresses revocation of security attributes for a variety of en
within a TOE. 

Documentation notes

538 AGD_ADM Administrator Guidance must describe the timing aspects of 
revocation. This is especially important for TSFs with distributed architecture.

FMT_REV.1 Revocation

539 This component specifies requirements on the revocation of rights. It require
specification of the revocation rules. Examples are 

a) Revocation will take place on the next login of the user. 

b) Revocation will take place on the next attempt to open the file. 

c) Revocation will take place within a fixed time. This might mean that
open connections are re-evaluated every x minutes. 

d) Revocation will take place when new data of the file is requested. 

Operations

Selection: 

540 In FMT_REV.1.1, the PP/ST author should specify whether the ability
to revoke security attributes from [users, subjects, objects, or any othe
resources] shall be provided by the TSF. If the latter option is chosen,
then the PP/ST author should refine to define the resources.

Assignment: 

541 In FMT_REV.1.1 the PP/ST author should specify the roles that are
allowed to modify the functions in the TSF. The possible roles are
specified in FMT_SMR.1. 

Assignment: 

542 In FMT_REV.1.2, the PP/ST author should specify the [revocation
rules]. Examples of this specification could include: prior to the next
operation on the associated resource, or for all new subject creations.
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FMT_SAE Security Attribute Expiration

543 This family addresses the capability to enforce time limits for the validity
security attributes. This family can be applied to specify expiration requiremen
access control attributes, identification and authentication attributes, a
attributes, etc.

FMT_SAE.1 Time-Limited Authorisation

Operations

Assignment: 

544 For FMT_SAE.1.1, the PP/ST author should provide the [list of security
attributes for which expiration is to be supported]. An example of such an
attribute might be a user’s security clearance.

Assignment: 

545 In FMT_SAE.1.1 the PP/ST author should specify the roles that are
allowed to modify the functions in the TSF. The possible roles are
specified in FMT_SMR.1. 

Assignment: 

546 For FMT_SAE.1.2, the PP/ST author should provide a [list of actions to
be taken for each security attribute] when it expires. An example might
be that the user’s security clearance, when it expires, is set to the lowe
allowable clearance on the TOE. If immediate revocation is desired by
the PP/ST the action “immediate revocation” should be considered.
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FMT_SMR Security Management Roles

547 This family reduces the likelihood of damage resulting from users and f
authorised administrators abusing their authority by taking actions outside 
assigned functional responsibilities. It also addresses the threat that inade
mechanisms have been provided to securely administer the TSF. 

548 This family requires that information be maintained to identify whether a use
authorised to use a particular security-relevant administrative function.

549 Some management actions can be performed by users, others only by desi
people within the organisation. This family allows the definition of different ro
such as owner, auditor, administrator, daily-management.

550 Some type of roles might be mutually exclusive. For example the da
management might be able to define and activate users but might not be a
remove users which is reserved for the administrator. Hereby policies like 
person control can be enforced.

FMT_SMR.1 Security roles

551 This component specifies the different roles that the TSF should recognise. 
the system distinguishes between the owner of an entity, an administrator and
users. The actions that a role can perform are specified in the other families 
class.

Operations

Assignment: 

552 In FMT_SMR.1.1 the PP/ST author should specify the roles that are
recognised by the system. These are the roles that users could occu
with respect to security. Examples are: owner, auditor, administrator.

FMT_SMR.2 Restrictions on security roles

553 This component specifies the different roles that the TSF should recognise
conditions on how those roles could be managed. Often the system distingu
between the owner of an entity, an administrator and other users. 

554 The conditions on those roles specify the interrelationship between the diff
roles as well as restrictions on when the role can be assumed by a user. 
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Assignment: 

555 In FMT_SMR.2.1 the PP/ST author should specify the roles that 
recognised by the system. These are the roles that users could occup
respect to security. Examples are: owner, assistant, auditor, administrator.

Assignment: 

556 In FMT_SMR.2.3 the PP/ST author should specify the conditions that
should be adhered to. Examples of these conditions are: “an accoun
cannot have the auditor and administrator role” or “a user with the
assistant role should also have the owner role”.

FMT_SMR.3 Assuming roles

557 This component specifies that an explicit request should be given to assum
specific role.

Operations

Assignment: 

558 In FMT_SMR.3.1 the PP/ST author should specify the roles that
require an explicit request to be assumed. Examples are: auditor and
administrator.
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Class FPR

Privacy

559 This class is based on the current available knowledge about Privacy techn
Since research in this area is still on going, in the future these components 
need expansion or revision.

560 This class describes the requirements that could be levied to satisfy the 
privacy needs, while still allowing the system flexibility as far as possible
maintain sufficient control over the operation of the system.

561 In the components of this class there is flexibility as to whether or not autho
administrators are covered by the required security functions. For example, in
cases a PP/ST author might consider it appropriate not to require protection 
privacy of users against a suitably authorised administrator.

Figure B.11  -  Privacy class decomposition

562 This class, together with other classes, such as those concerned with audit, 
control, trusted path, and non-repudiation provides the flexibility to specify
desired privacy behaviour. On the other hand, the requirements in this class 
pose limitations on the use of the components of other classes such as FIA,
For example if authorised administrators are not allowed to see the user id
(e.g. Anonymity or Pseudonymity), it will obviously not be possible to h
individual users to account for any security relevant actions they perform tha
covered by the privacy requirements. However, it may still be possible to inc

Privacy

FPR_ANO Anonymity 1 2

FPR_PSE Pseudonymity

2

3

FPR_UNL Unlinkability

FPR_UNO Unobservability

1

1

1 2
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audit requirements in a PP/ST where the fact that a particular security relevant
has occurred is more important than knowing who was responsible for it.

563 See also the application notes for class FAU, where it is explained that the defi
of ‘identity’ in the context of auditing can also cover an alias or other informa
which could identify a user.

564 This class describes four families: Anonymity, Pseudonymity, Unlinkability a
Unobservability. Anonymity, Pseudonymity and Unlinkability have a comp
interrelationship. When choosing a family, the choice should depend on the th
identified. For some types of privacy threat, pseudonymity will be more approp
than anonymity e.g. if there is a requirement for auditing.

565 All families assume that a user does not explicitly perform an action that disc
the user’s own identity. Therefore, the TSF is, for example, not expected to s
the user name in electronic messages or databases.

566 All families in this class have components that can be scoped through
operations. The operations allow to state the number of cooperating users/su
to which the TSF must be resistant, and whether authorised administrators (e
audit authorised administrator, or the I&A authorised administrator) are include
excluded from this set. An example of an instantiation of anonymity could be: “
TSF shall ensure that two cooperating users and/or subjects, excluding auth
administrators, are unable to determine the user identity bound to the telecons
application”.
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FPR_ANO Anonymity

567 Anonymity ensures that a subject may use a resource or service without disc
its user identity. 

User notes

568 The intention of this family is to specify that a user or subject might take ac
without releasing its user identity to others such as users, subjects, or objects

569 Therefore if a subject, using anonymity, performs an action, another subject w
be able to determine either the identity or even a reference to the identity of th
employing the subject. The focus of the anonymity is on the protection of the 
identity, not on the protection of the subject identity. Therefore the identity of
subject is not protected from disclosure.

570 Although the identity of the subject is not released to other subjects or users th
is not explicitly prohibited from obtaining the users identity. In case the TSF is
allowed to know the identity of the user, FPR_ANO.2 could be invoked. In that 
the TSF should not request the user information.

571 The interpretation of “determine” should be taken in the broadest sense of the 
The PP/ST author might want to use a Strength of Function to indicate how 
rigour should be applied.

572 The component levelling distinguishes between the users and an auth
administrator. An authorised administrator is often excluded from the compo
and therefore allowed to retrieve a users identity. However there is no sp
requirement that an authorised administrator must be able to have the capab
determine the users identity.

573 Although some systems will provide anonymity for all services which are provi
other systems only provide anonymity for certain subjects/operations. To pro
this flexibility an operation is included where the scope of the requiremen
presented. If the PP/ST author wants to address all subjects/operations, the
“All subjects and all operations” could be provided.

574 Possible applications include the ability to make enquiries of a confidential n
to public databases, respond to electronic polls, or make anonymous payme
donations.

575 Examples of potential hostile users or subjects are providers, system ope
communication partners and users, who smuggle malicious parts, (e.g. T
Horses) into systems. All of these users can investigate usage patterns, (e.g.
users used which services) and misuse this information.

FPR_ANO.1 Anonymity

User Application Notes

576 This component ensures that the identity of a user is protected from disclosu
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Assignment: 

577 In FPR_ANO.1.1 the PP/ST author should specify the [set of users and/
or subjects] against which, if they are working together, the TSF must
provide protection. For example if the PP/ST author specifies ‘a single
user or subject’, the TSF must be protected against each individual use
or subject but might have some weaknesses with respect to cooperatin
users.

Selection: 

578 In FPR_ANO.1.1 the PP/ST author should specify whether authorised
administrators are included or excluded from the scope. 

Assignment: 

579 In FPR_ANO.1.1 the PP/ST author should identify the [list of subjects
and/or operations] where the user identity of the subject should be
protected, for example “the voting application”.

FPR_ANO.2 TSF Anonymity

User Application Notes

580 This component is used to prohibit the TSF from accepting any user-identity re
information.

Operations

Assignment: 

581 In FPR_ANO.2.1 the PP/ST author should specify the [set of users and/or
subjects] against which, if they are working together, the TSF must prov
protection. For example if the PP/ST author specifies ‘a single use
subject’, the TSF must be protected against each individual user or su
but might have some weaknesses with respect to cooperating users.

Selection: 

582 In FPR_ANO.2.1 the PP/ST author should specify whether author
administrators are included or excluded from the scope.

Assignment: 

583 In FPR_ANO.2.1 the PP/ST author should identify the [list of subjects and/
or operations] where the users identity of the subject should be protec
for example “the voting application”.
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Assignment: 

584 For FPR_ANO.2.2 the PP/ST author should identify the [list of subjects]
where the users identity of the subject should be protected, for example
the voting application.

Assignment: 

585 For FPR_ANO.2.2 the PP/ST author should identify the [list of
operations] where the users identity should be protected, for example
“the accessing of job descriptions”.
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FPR_PSE Pseudonymity

586 Pseudonymity ensures that an entity may use a resource or service w
disclosing its identity, but can still be accountable for that use. The user ca
accountable through directly being related to a reference (alias) held by the T
by providing an alias which will be used for processing purposes such as an ac
number.

User notes

587 In several respects pseudonymity resembles anonymity. Both pseudonymit
anonymity protect the identity of the user, but in pseudonymity a reference t
users identity is maintained for accountability or other purposes.

588 The component FPR_PSE.1 does not specify the requirements on the alias. F
purpose of specifying requirements on this reference two sets of requiremen
presented: FPR_PSE.2 and FPR_PSE.3. 

589 A way to use the reference is by being able to obtain the original user identifie
example in a digital cash environment it would be an advantage to be able to
the users identity when a check has been issued multiple times (i.e. frau
general the users identity needs to be retrieved under specific conditions. Th
ST author might want to incorporate FPR_PSE.2 Reversible Pseudonym
describe those services instead.

590 Another usage of the reference is as an alias for a user. For example a user d
wish to be identified, but can provide an account to which the resource utilis
should be charged. In those cases the reference to the user identity is an alias
user where other users or subjects can use the alias for performing their fun
without ever obtaining the users identity (for example statistical operations on
of the system). In this case the PP/ST author might wish to incorpo
FPR_PSE.3 Alias Pseudonymity to specify the rules to which the reference 
conform.

591 Using these constructs above, digital money can be created u
FPR_PSE.2 Reversible Pseudonymity. In FPR_PSE.2 Reversible Pseudon
will specify that the user identity will be protected and, if so specified in 
condition, there can be a requirement to trace the user identity if the digital m
is spent twice. Thereby when the user is honest, the user identity is protecte
if the user tries to cheat, the user identity can be traced.

592 A different kind of system could be a digital credit card, where the user will pro
a pseudonym which indicates an account from which the cash can be subtrac
that case for example FPR_PSE.3 Alias Pseudonymity could be u
FPR_PSE.3 Alias Pseudonymity will specify that the user identity will 
protected and, furthermore this component will specify that the same user will
get assigned values for which he/she has provided money (if so specified 
conditions).

593 It should be realised that especially the more stringent components poten
cannot be combined with other requirements, such as identification 
authentication or audit.The interpretation of “determine the identity” should
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taken in the broadest sense of the word. The information is not provided by th
during the operation, nor can the entity determine the subject or the owner 
subject that invoked the operation, nor will the TSF record information, avail
to the users or subjects, which might release the user identity in the future.

594 The intent is that the TSF may not reveal any information that would compro
the identity of the user, e.g. the identity of subjects acting on the user’s be
Which information is considered to be sensitive depends on the effort an attac
capable of spending. Therefore the FPR_PSE Pseudonymity family is subje
Strength of Function requirements.

595 Possible applications include the ability to charge a caller for premium 
telephone services without disclosing his or her identity, or to be charged fo
anonymous use of an electronic payment system.

596 Examples of potential hostile users are providers, system operators, communi
partners and users, who smuggle malicious parts, e.g. Trojan Horses into sy
All of these attackers can investigate which users used which services and m
this information. Additionally to Anonymity services Pseudonymity Servic
contain methods for authorisation without identification, especially for anonym
payment (“Digital Cash”). This helps providers to get their payment in a secure
while maintaining customer anonymity.

FPR_PSE.1 Pseudonymity

User Application Notes

597 This component provides the user protection against disclosure of its ident
other users. The user will remain accountable for its actions.

598 This component is dependent on either FPR_PSE.2 or FPR_PSE.3. However
other components could be located in a separate TOE.

Operations

Assignment: 

599 In FPR_PSE.1.1 the PP/ST author should specify the [set of users and/
or subjects] against which, if they are working together, the TSF must
provide protection. For example if the PP/ST author specifies ‘a single
user or subject’, the TSF must be protected against each individual use
or subject but might have some weaknesses with respect to cooperatin
users.

Selection: 

600 In FPR_PSE.1.1 the PP/ST author should specify whether authorised
administrators are included or excluded from the scope.
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601 In FPR_PSE.1.1 the PP/ST author should identify the [list of subjects
and/or operations and/or objects] where the user identity of the subject
should be protected, for example ‘the accessing of job offers’. Note tha
‘objects’ includes any other attributes which might enable another user
or subject to derive the actual identity of the user.

Assignment: 

602 In FPR_PSE.1.2 the PP/ST author should identify the (one or more)
number of aliases [number of aliases] the TSF is able to provide.

603 In FPR_PSE.1.2 the PP/ST author should identify the [list of subjects]
to whom the TSF is able to provide an alias.

Selection: 

604 In FPR_PSE.1.3 the PP/ST author should specify whether the user alia
is generated by the TSF or supplied by the user.

Assignment: 

605 In FPR_PSE.1.3 the PP/ST author should identify the [metric] to which
the TSF-generated or user-generated alias should conform.

FPR_PSE.2 Reversible Pseudonymity

User Application Notes

606 In this component the TSF shall ensure that under specified conditions the
identity related to a provided reference can be determined.

607 In FPR_PSE.1 the TSF shall provide an alias instead of the user identity. Whe
specified conditions are satisfied, the user identity to which the alias belong c
determined. An example of such a condition in an electronic cash environme
“The TSF shall provide the notary a capability to determine the user identity b
on the provided alias only under the conditions that a check has been issued tw

Operations

Assignment: 

608 In FPR_PSE.2.1 the PP/ST author should specify the [set of users and/or
subjects] against which, if they are working together, the TSF must prov
protection. For example if the PP/ST author specifies ‘a single use
subject’, the TSF must be protected against each individual user or su
but might have some weaknesses with respect to cooperating users.
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Selection: 

609 In FPR_PSE.2.1 the PP/ST author should specify whether autho
administrators are included or excluded from the scope.

Assignment: 

610 In FPR_PSE.2.1 the PP/ST author should identify the [list of subjects and/
or operations and/or objects] where the users identity of the subject shou
be protected, for example ‘the accessing of job offers’. Note that ‘objects’
includes any other attributes which might enable another user or subje
derive the actual identity of the user.

Assignment: 

611 In FPR_PSE.2.2 the PP/ST author should identify the (one or more) nu
of aliases [number of aliases] the TSF is able to provide.

612 In FPR_PSE.2.2 the PP/ST author should identify the [list of subjects] to
whom the TSF is able to provide an alias.

Selection: 

613 In FPR_PSE.2.3 the PP/ST author should specify whether the user a
generated by the TSF or supplied by the user.

Assignment: 

614 In FPR_PSE.2.3 the PP/ST author should identify the [metric] to which the
TSF-generated or user-generated alias should conform.

Selection: 

615 In FPR_PSE.2.4 the PP/ST author should select whether the authorise
administrator and/or trusted subjects can determine the user identity.

Assignment: 

616 In FPR_PSE.2.4 the PP/ST author should identify the list of trusted
subjects which can obtain the users identity under a specified condition,
for example a notary or special administrative role.

Assignment: 

617 In FPR_PSE.2.4 the PP/ST author should identify the [list of conditions]
under which the subjects and authorised administrator can determine
the users identity based on the provided reference. These condition
can be conditions such as time of day, or they can be administrative
such as on a court order.
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User Application Notes

618 In this component the TSF shall ensure that the provided reference meets c
construction rules and thereby can be used in a secure way by potentially in
subjects.

619 If a user wants to use disk resources without disclosing its identity, pseudon
can be used. However, every time the user accesses the system, the same al
be used. These kind of conditions can be specified in this component.

Operations

Assignment: 

620 In FPR_PSE.3.1 the PP/ST author should specify the [set of users and/or
subjects] against which, if they are working together, the TSF must prov
protection. For example if the PP/ST author specifies ‘a single use
subject’, the TSF must be protected against each individual user or su
but might have some weaknesses with respect to cooperating users.

Selection: 

621 In FPR_PSE.3.1 the PP/ST author should specify whether autho
administrators are included or excluded from the scope.

Assignment: 

622 In FPR_PSE.3.1 the PP/ST author should identify the [list of subjects and/
or operations and/or objects] where the users identity of the subject shou
be protected, for example ‘the accessing of job offers’. Note that ‘obje
includes any other attributes which might enable another user or subje
derive the actual identity of the user.

Assignment: 

623 In FPR_PSE.3.2 the PP/ST author should identify the (one or more) nu
of aliases [number of aliases] the TSF is able to provide.

624 In FPR_PSE.3.2 the PP/ST author should identify the [list of subjects] to
whom the TSF is able to provide an alias.

Selection: 

625 In FPR_PSE.3.3 the PP/ST author should specify whether the user a
generated by the TSF or supplied by the user.

Assignment: 

626 In FPR_PSE.3.3 the PP/ST author should identify the [metric] to which the
TSF-generated or user-generated alias should conform.
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Assignment: 

627 In FPR_PSE.3.4 the PP/ST author should identify the [list of conditions]
which indicate when the used reference for the user-identity shall be
identical and when it shall be different, for example “when the user logs
on to the same host” it will use a unique alias.
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FPR_UNL Unlinkability 

628 Unlinkability ensures that an entity may make multiple uses of resources or se
without others being able to link these uses together. Unlinkability differs f
pseudonymity that, although in pseudonymity the user is also not known, rela
between different actions can be provided.

User notes

629 The requirements for unlinkability are intended to protect the user identity ag
the use of profiling of the operations. For example in case a telephone smart c
employed with a unique number, the telephone company can determin
behaviour of the user of this telephone card. When furthermore a telephone p
of the users is known, the card can be linked to a specific user. Hiding
relationship between different invocations of a service or access of a resourc
prevent this kind of information gathering.

630 As a result, a requirement for unlinkability could imply that the subject and 
identity of an operation must be protected. Otherwise this information migh
used to link operations together.

631 Unlinkability requires that different operations cannot be related. This relation
can take several forms. For example the user associated with the operation,
terminal which initiated the action, or the time the action was executed. The P
author can specify what kind of relationships are present which must be coun

632 Possible applications include the ability to make multiple use of a pseudo
without creating a usage pattern that might disclose the user's identity.

633 Examples for potential hostile subjects and users are providers, system ope
communication partners and users, who smuggle malicious parts, (e.g. T
Horses) into systems, they do not operate but want to get information about. 
these attackers can investigate (e.g. which users used which services) and 
this information. Unlinkability protects users from linkages, which could be dra
between several actions of a customer. An example is a series of phone calls
by an anonymous customer to different partners, where the combination o
partner's identities might disclose the identity of the customer.

FPR_UNL.1 Unlinkability

User Application Notes

634 This component ensures that users cannot link different operations in the s
and thereby obtain information. 
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Operations

Assignment: 

635 In FPR_UNL.1.1 the PP/ST author should specify the [set of users and/
or subjects] against which, if they are working together, the TSF must
provide protection. For example if the PP/ST author specifies ‘a single
user or subject’, the TSF must be protected against each individual use
or subject but might have some weaknesses with respect to cooperatin
users.

Selection: 

636 In FPR_UNL.1.1 the PP/ST author should specify whether authorised
administrators are included or excluded from the scope.

Assignment: 

637 In FPR_UNL.1.1 the PP/ST author should identify the [list of
operations] which should be subjected to the unlinkability requirement,
for example “sending email”.

Selection: 

638 In FPR_UNL.1.1 the PP/ST author should select which relationships
should be obscured. The selection allows either the user identity or an
assignment of relations to be specified.

Assignment: 

639 In FPR_UNL.1.1 the PP/ST author might need to identify the [list of
relations] which should be protected against, for example “originate
from the same terminal”.
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FPR_UNO Unobservability

640 Unobservability ensures that a user may use a resource or service without o
especially third parties, being able to observe that the resource or service is
used. 

User notes

641 Unobservability approaches the user identity from a different direction than
previous families Anonymity, Pseudonymity, and Unlinkability. Instead of 
releasing the users identity the fact that somebody is using the resource / ser
hidden.

642 Sometimes regular users are not allowed to see the use of a resource, 
authorised administrator must be allowed to see the use of the resource in o
perform his duties. In those cases the FPR_UNO.2 could be requested, 
provides the capability for an authorised administrator to see the usage.

643 Examples of potential hostile users or subjects are malicious systems opera
users, who smuggle malicious parts, e.g. Trojan Horses into system. Se
countries consider the protection of communications unobservability as ess
for the protection of constitutional rights.

FPR_UNO.1 Unobservability

User Application Notes

644 This component ensures that the use of a function cannot be observe
unauthorised users. In addition to this component a PP/ST author might wa
incorporate Covert Channel Analysis.

Operations

Assignment: 

645 In FPR_UNO.1.1 the PP/ST author should specify the [set of users and/
or subjects] against which, if they are working together, the TSF must
provide protection. For example if the PP/ST author specifies ‘a single
user or subject’, the TSF must be protected against each individual use
or subject but might have some weaknesses with respect to cooperatin
users.

Selection: 

646 In FPR_UNO.1.1 the PP/ST author should specify whether authorised
administrators are included or excluded from the scope.

Assignment: 

647 For FPR_UNO.1.1 the PP/ST author should identify the [list of
operations] which are subjected to the unobservability requirement. In
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other words the other user/subjects cannot observe the operations in
the specified list on a covered object, for example reading and writing
on the object.

Assignment: 

648 For FPR_UNO.1.1 the PP/ST author should identify the [list of objects]
which are covered by the unobservability requirement. An example
could be a specific mail server or ftp site.

FPR_UNO.2 Authorised Administrator Observability

User Application Notes

649 This component is used to specify that there will be an authorised adminis
with the rights to view the resource utilisation. Without this component, this rev
is allowed, but not mandated.

Operations

Assignment: 

650 In FPR_UNO.2.1 the PP/ST author should specify the [set of users and/or
subjects] against which, if they are working together, the TSF must prov
protection. For example if the PP/ST author specifies ‘a single use
subject’, the TSF must be protected against each individual user or su
but might have some weaknesses with respect to cooperating users.

Selection: 

651 In FPR_UNO.2.1 the PP/ST author should specify whether author
administrators are included or excluded from the scope.

Assignment: 

652 For FPR_UNO.2.1 the PP/ST author should identify the [list of operations]
which are subjected to the unobservability requirement. In other word
other user/subjects cannot observe the operations in the specified lis
covered object, for example reading and writing on the object.

Assignment: 

653 For FPR_UNO.2.1 the PP/ST author should identify the [list of objects]
which are covered by the unobservability requirement. An example c
be a specific mail server or ftp site
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Protection of the TOE Security Functions

654 This class contains families of functional requirements that relate to the inte
and management of the mechanisms that provide the TSF (independent of
specifics) and to the integrity of TSF data (independent of the specific conten
the TSP data). In some sense, families in this class may appear to dup
components in the FDP (User Data Protection) class, they may eve
implemented using the same mechanisms; however, FDP focuses on use
protection, while FPT focuses on TSF data protection. In fact, components fro
FPT class are necessary even in the absence of any user data protection, to 
confidence in the enforcement of other policies (such as accountability) that m
specified in the PP/ST.
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D R A F T

 - Protection of the TOE Security Functions
Figure B.12  -  Protection of the TOE Security Functions class decomposition 

FPT_AMT Underlying Abstract Machine Test 1

FPT_FLS Fail Secure 1

FPT_ITA Inter-TSF Availability of TSF Data 1

FPT_ITC Inter-TSF Confidentiality of TSF Data 1

FPT_ITI Inter-TSF Integrity of TSF Data 1 2

FPT_RCV Trusted Recovery 1 2 3

4

Protection of the TOE Security Functions

FPT_ITT Internal TOE TSF Data Transfer

1

3

2

1 2

3

FPT_PHP TSF Physical Protection
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Figure B.13  -  Protection of the TOE Security Functions class decomposition (Cont.)

655 From the point of view of this class, there are three significant portions that m
up the TSF:

a) The TSF's abstract machine, which is the virtual or physical machine upo
which the specific TSF software under evaluation executes.

b) The TSF's software, which executes on the abstract machine a
implements the mechanisms that enforce the TSP.

c) The TSF's data, which are the administrative databases that guide 
enforcement of the TSP.

656 All of the families in the FPT class can be related to these two areas, and fa
the following groupings:

a) Families that address protection of the TSF mechanisms. These familie

Protection of the TOE Security Functions

FPT_TST TSF Self Test 1

FPT_TRC Internal TOE TSF Data Replication 
Consistency 1

FPT_TDC Inter-TSF TSF Data Consistency 1

FPT_STM Time Stamps 1

FPT_SSP State Synchrony Protocol 1 2

FPT_RVM Reference Mediation 1

FPT_RPL Replay Detection and Prevention 1

FPT_SEP Domain Separation 1 2 3
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1) FPT_PHP (TSF Physical Protection) provides the authori
administrator with the ability to detect external attacks on the p
of the TOE that comprise the TSF.

2) FPT_AMT (Underlying Abstract Machine Test) and FPT_TS
(TSF Self Test), which provide the authorised administrator with
ability to verify the correct operation of the underlying abstra
machine and the TSF as well as the integrity of the TSF data
executable code.

3) FPT_SEP (Domain Separation) and FPT_RVM (Refere
Mediation), which protect the TSF during execution and ensure 
the TSF cannot be bypassed. When appropriate components 
these families are combined with the appropriate components f
ADV_INT (TSF internals), the TOE can be said to have what 
been traditionally called a “Reference Monitor.” 

4) FPT_RCV (Trusted Recovery), FPT_FLS (Fail Secure), a
FPT_TRC (Internal TOE TSF Data Replication Consistenc
which address the behaviour of the TSF when failure occurs 
immediately after.

5) FPT_ITA (Availability of exported TSF Data), FPT_ITC
(Confidentiality of exported TSF Data), FPT_ITI (Integrity o
exported TSF Data), which address the protection and availabilit
TSF data between the TSF and a remote trusted IT product. 

6) FPT_ITT (Internal TOE TSF Data Transfer) addresses protectio
TSF data when it is transmitted between parts of the TOE.

7) FPT_RPL (Replay Detection and Correction), which addresses
replay of various types of information and/or operations.

8) FPT_SSP (State Synchrony Protocol), which addresses the 
synchrony required between two parts of the TSF.

9) FPT_STM (Time Stamps), which addresses reliable timing.

b) Families that address the TSF data. This families is:

1) FPT_TDC (Inter-TSF TSF Data Consistency), which addresses
consistency of TSF data shared between TSF of distinct TOEs.
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FPT_AMT Underlying Abstract Machine Test

657 This family defines the requirements for the TSF’s testing of security assump
made about the underlying abstract machine upon which the TSF relies.
“abstract” machine could be a hardware/firmware platform, or it could be s
known and assessed hardware/software combination acting as a virtual ma
Examples could be testing hardware page protection, sending sample p
across a network to ensure receipt, verifying the behaviour of the virtual ma
interface, etc. These tests can be carried out either in some maintenance s
start-up, on-line, or continuously. The actions to be taken by the TOE as the 
of testing are defined in FPT_RCV.

User notes

658 The term “underlying abstract machine” typically refers to the hardw
components upon which the TSF software functions have been impleme
However, the phrase can also be used to refer to an underlying, previously eva
hardware and software combination behaving as a virtual machine.

658 The tests of the abstract machine may take various forms:

a) Power-On Tests. These are tests that ensure the correct operation o
underlying platform. For hardware and firmware, this might include test
elements such as memory boards, data paths, buses, control logic, pro
registers, communication ports, console interfaces, speakers, 
peripherals. For software elements (virtual machine), this would incl
verification of correct initialisation and behaviour.

b) Loadable Tests. These are tests that might be loaded and executed b
authorised administrator or be activated by specific conditions. This m
include processor component stress tests (logic units, calculation units
and control memory.

Evaluator notes

659 The tests of the underlying abstract machine should be sufficient to test all o
characteristics of the underlying abstract machine upon which the TSF relies.

FPT_AMT.1 Abstract Machine Testing

User Application Notes

660 This component provides support for the periodic testing of the critical function
the underlying abstract machine upon which the TSF’s operation depend
requiring the ability to periodically invoke testing functions.

661 The PP/ST author might wish to refine the requirement to state whether the fun
should be available in off-line, on-line or in maintenance mode. 
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Evaluator application notes

662 It is acceptable for the functions for periodic testing to be available only in an
line or maintenance mode. Controls should be in place to limit access, d
maintenance, to authorised administrators.

Operations

Selection: 

663 In FPT_AMT.1.1 the PP/ST author should specify the when the TSF
will execute the abstract machine testing, during initial start-up,
periodically during normal operation, at the request of the authorise
administrator, other conditions. In the case of the latter option, the PP/
ST author should refine what those conditions are.
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FPT_FLS Fail Secure

664 The requirements of this family ensure that the TOE will not violate its TSP in
event of certain types of failures in the TSF.

FPT_FLS.1 Failure with Preservation of Secure State

User Application Notes

665 The term “secure state” refers to a state in which the TSF data are consistent a
TSF continues correct enforcement of the TSP.

666 Although it is desirable to audit situations in which failure with preservation
secure state occurs, it is not possible in all situations. The PP/ST author s
specify those situations in which audit is desired and feasible.

667 TSF failures may include “hard” failures which indicate an equipment malfunc
and which may require maintenance, service or repair of the TSF. TSF failures
also include recoverable “soft” failures which may only require initialisation
resetting of the TSF. 

Operations

Assignment: 

668 For FPT_FLS.1.1, the PP/ST author should list those list of types of TSF
failures for which the TSF should “fail secure,” that is, should preserve
a secure state and continue to correctly enforce the TSP.
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FPT_ITA Inter-TSF Availability of TSF Data

669 This family defines the rules for the prevention of loss of availability of TSF d
moving between the TSF and a remote trusted IT product. This data could
example, be TSF critical data such as passwords, keys, audit data, or
executable code.

User Application Notes

670 This family is used in a distributed system context where the TSF is providing
data to a remote trusted IT product. The TSF can only take the measures at
and cannot be hold responsible for the TSF at the other trusted IT product.

FPT_ITA.1 Inter-TSF Availability Within a Defined Availability Factor

Operations

Assignment: 

671 For FPT_ITA.1.1, the PP/ST author should specify the types of TSF
data that are subject to the availability metric.

Assignment: 

672 For FPT_ITA.1.1, the PP/ST should specify the availability metric for
the applicable TSF data.

Assignment: 

673 For FPT_ITA.1.1, the PP/ST author should specify the conditions to
ensure availability. For example: there must be a connection between
the TOE and the remote trusted IT product
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FPT_ITC Inter-TSF Confidentiality of TSF Data

674 This family defines the rules for the protection from unauthorised disclosure of
data moving between the TSF and a remote trusted IT product. This data cou
example, be TSF critical data such as passwords, keys, audit data, or
executable code.

User Application Notes

675 This family is used in a distributed system context where the TSF is providing
data to a remote trusted IT product. The TSF can only take the measures at 
and cannot be hold responsible for the TSF at the other trusted IT product. 

FPT_ITC.1 Inter-TSF Confidentiality During Transmission

Evaluator application notes

676 With the technology available at the time of writing of the Common Criteria,
only practical means of satisfying this requirement involves either phys
protection of the transmission lines, or the use of cryptographic functions.
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FPT_ITI Inter-TSF Integrity of TSF Data

677 This family defines the rules for the protection, from unauthorised modification
TSF data moving between the TSF and a remote trusted IT product. This data 
for example, be TSF critical data such as passwords, keys, audit data, o
executable code.

User notes

678 This family is used in a distributed system context where the TSF is exchan
TSF data with a remote trusted IT product. Note that a requirement that add
modification, detection, or recovery at the remote trusted IT product canno
specified, as the mechanisms that a remote trusted IT product will use to prot
data cannot be determined in advance.

FPT_ITI.1 Inter-TSF Detection of Modification

User Application Notes

679 This component should be used in situations where it is sufficient to detect 
data have been modified. An example of such a situation is one in which the re
trusted IT product can request the TOE’s TSF to retransmit data when modific
has been detected, or respond to such types of request.

680 The desired strength of modification detection is a function of the algorithm u
ranging from a weak checksum and parity mechanisms that may fail to d
multiple bit changes, to more complicated cryptographic checksum approach

Evaluator application notes

681 With the technology available at the time of writing of the Common Criteria,
only practical means of satisfying this requirement involves either phys
protection of the transmission lines, or the use of cryptographic functions.

Operations

Assignment: 

682 For FPT_ITI.1.1, the PP/ST should specify the modification metric
which the detection mechanism must satisfy. 

Assignment: 

683 For FPT_ITI.1.2, the PP/ST should specify the actions to be taken in
case a modification of TSF data has been detected. An examples of a
action is: “ignore the TSF data, and request the originating trusted
product to send the TSF data again”.
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FPT_ITI.2 Inter-TSF Detection and Correction of Modification

User Application Notes

684 This component should be used in situations where it is necessary to det
correct modifications of TSF critical data.

685 The desired strength of modification detection is a function of the algorithm u
ranging from weak checksumming and parity mechanisms that may fail to d
multiple bit changes, to more complicated cryptographic checksum approa
The metric that needs to be defined can either refer to the attacks it will resis
only 1 in a 1000 random messages will be accepted) or mechanisms well kno
the public literature (e.g. the strength must be conformant to the strength offer
Secure Hash Algorithm).

686 The approach taken to correct modification might be done through some for
error correcting checksum.

Evaluator application notes

687 With the technology available at the time of writing of the Common Criteria,
only practical means of satisfying this requirement involves the use
cryptographic functions, protecting the transmission itself (e.g. anti-jamming
some form of checksum.

Operations

Assignment: 

688 For FPT_ITI.2.1, the PP/ST should specify the modification metric which
the detection mechanism should satisfy. 

Assignment: 

689 For FPT_ITT.2.2, the PP/ST should specify the actions to be taken in
a modification of TSF data has been detected. An examples of an acti
“ignore the TSF data, and request the originating trusted product to sen
TSF data again”.

Assignment: 

690 For FPT_ITI.2.3, the PP/ST author should define the types of
modification from which the TSF should be capable of recovering.
19 December 1997 Version 2.0 Draft Page 139 of 188



D R A F T

FPT_ITT - Internal TOE TSF Data TransferProtection of the TOE Security Functions

 it is

ake
. In a
of the
nsfers

n is

ributes

 of
FPT_ITT Internal TOE TSF Data Transfer

691 This family provides requirements that address protection of TSF data when
transferred between parts of a TOE across an internal channel.

User notes

692 The determination of the degree of physical separation which would m
application of this family useful, depends on the intended environment of use
hostile environment, there may be risks arising from transfers between parts 
TOE separated by only a system bus. In more benign environments, the tra
may be across more traditional network media.

Evaluator notes

693 One practical mechanism available to a TSF to provide this protectio
cryptographically-based.

FPT_ITT.1 Basic Internal TSF Data Transfer Protection

Operations

Selection: 

694 In FPT_ITT.1.1, the PP/ST author should specify the desired type of
protection to be provided from the choices: disclosure, modification.

FPT_ITT.2 TSF Data Transfer Separation

User Application Notes

695 One of the ways to achieve separation of channels based on SFP-relevant att
is through the use of distinct encryption algorithms.

Operations

Selection: 

696 In FPT_ITT.1.1, the PP/ST author should specify the desired type
protection to be provided from the choices: disclosure, modification.
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FPT_ITT.3 TSF Data Integrity Monitoring

Operations

Selection: 

697 In FPT_ITT.3.1, the PP/ST author should specify the desired type of
modification that the TSF shall be able to detect. The PP/ST author
should select from: modification of data, substitution of data, re-ordering
of data, deletion of data, or any other integrity errors. If the latter option
is selected, the PP/ST author should refine those other errors.

Assignment: 

698 In FPT_ITT.3.1, if the PP/ST author chooses the latter selection noted
in the preceding paragraph, then the author should also specify what
those other integrity errors are that the TSF should be capable of
detecting.

Assignment: 

699 In FPT_ITT.3.2, the PP/ST author should specify the action to be taken
when an integrity error is identified.
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FPT_PHP TSF Physical Protection 

700 TSF physical protection components refer to restrictions on unauthorised ph
access to the TSF, and to the deterrence of, and resistance to, unauthorised p
modification, or substitution of the TSF. 

701 The requirements in this family ensure that the TSF is protected from phy
tampering and interference. Satisfying the requirements of these compo
results in the TSF being packaged and used in such a manner that ph
tampering is detectable, or resistance to physical tampering is measurable ba
defined work factors. Without these components, the protection functions of a
lose their effectiveness in environments where physical damage canno
prevented. This component also provides requirements regarding how the
must respond to physical tampering attempts.

702 Examples of physical tampering attack scenarios include mechanical a
radiation, changing the temperature etc.

User notes

703 It is acceptable for the functions that are available to the authorised adminis
for detecting physical attack to be available only in an off-line or maintena
mode. Controls should be in place to limit access during such modes to auth
administrators. As the TSF may not be “operational” during those modes, it ma
be able to provide normal enforcement for authorised administrator access
physical implementation of a TOE might consist of several structures: for exa
an outer shielding, cards, chips. This set of elements as a whole must p
(protect, notify and resist) the TSF from physical attacks. This does not mean
all devices must provide these features, but the complete physical construc
whole should.

704 Although there is only limited audit, this is solely because there is the potentia
the detection and alarm mechanisms may be implemented completely in hard
below the level of interaction with an audit subsystem (for example, a hardw
based detection system based on breaking a circuit and lighting an Light Em
Diode (LED) if the circuit is broken when a button is pressed by the author
administrator). Nevertheless, a PP/ST author may determine that for a part
anticipated threat environment there is a need to audit physical attacks. If this
case, the PP/ST author should include appropriate requirements in the list of
events. Note that inclusion of these requirements may have implications o
hardware design and its interface to the software.

FPT_PHP.1 Passive Detection of Physical Attack

User Application Notes

705 FPT_PHP.1 should be used when threats from unauthorised physical tamp
with parts of the TOE are not countered by procedural methods. It address
threat of undetected physical tampering with the TSF. The authorised adminis
Page 142 of 188 Version 2.0 Draft 19 December 1997
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is given the function to verify whether an attack took place. If this function
realised by non-IT mechanisms (e.g. physical inspection) it could be justified
the dependency on FMT_MOF.1 is not satisfied. 

FPT_PHP.2 Notification of Physical Attack

User Application Notes

706 FPT_PHP.2 should be used when threats from unauthorised physical tamp
with parts of the TOE are not countered by procedural methods, and it is req
that designated individuals be notified of physical attacks. It addresses the 
that physical tampering with TSF elements, although detected, may not be no

Operations

Assignment: 

707 For FPT_PHP.2.3, the PP/ST author should provide a list of devices/
elements for which active detection of physical tampering is required.

Assignment: 

708 For FPT_PHP.2.3, the PP/ST author should identify the type of
administrative user or role that is to be notified when tampering is
detected. The administrative user or role may vary depending on the
particular security administration component (from the FMT_MOF.1
family) included in the PP/ST.

FPT_PHP.3 Resistance to Physical Attack

709 For some forms of attack, it is necessary that the TOE not only detects the a
but actually resists the attack or delays the attacker. 

User Application Notes

710 This component should be used when TSF devices and elements are expe
operate in an environment where a physical attack (e.g. observation, analy
modification) of the internals of a TSF device or element itself is a threat. 
component partially addresses the threat of the TSF violating the TSP as the
of a physical attack, by providing increased resistance to attack.

Evaluator application notes

711 The determination of acceptable work factors is by its very nature some
qualitative, and cannot always be evaluated in a reasonable time or in a repe
fashion. Evaluator judgement will be required to determine if a particular at
scenario resistance mechanism would require the indicated level of effort.
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Operations

Assignment: 

712 For FPT_PHP.3.1, the PP/ST author should specify both the devices
elements for which the TSF should resist physical tampering attacks
and the specific attack scenario that should be countered. This list may
be applied to a defined subset of the TSF physical devices and elemen
based on considerations such as technology limitations and relativ
physical exposure of the device. Such subsetting should be clear
defined and justified. 

Assignment: 

713 For FPT_PHP.3.2, the PP/ST author should specify both the devices
elements for which the TSF should automatically respond to physica
tampering attacks, and the specific attack scenarios that should be
countered. This list may be applied to a defined subset of the TSF
physical devices and elements based on considerations such 
technology limitations and relative physical exposure of the device
Such subsetting should be clearly defined and justified. The automatic
response should be such that the policy of the device is preserved; fo
example, with a confidentiality policy, it would be acceptable to
physically disable the device to that the protected information may not
be retrieved.
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FPT_RCV Trusted Recovery

714 The requirements of this family ensure that the TSF can determine that the T
started-up without protection compromise and can recover without prote
compromise after discontinuity of operations. Satisfying the requirements of
family establishes that the initial and recovered states of the TSF satisfy
requirements. This family is important because the start-up state of the 
determines the protection of subsequent states.

715 Recovery components reconstruct the TSF secure states or prevent transit
insecure states as a direct response to occurrences of expected fa
discontinuity of operation or start-up. Failures that must be generally anticip
include the following:

a) Unmaskable action failures that always result in a system crash 
persistent inconsistency of critical system tables, uncontrolled trans
within the TSF code caused by transient failures of hardware or firmw
power failures, processor failures, communication failures).

b) Media failures causing part or all of the media representing the TSF ob
to become inaccessible or corrupt (e.g. parity errors, disk head c
persistent read/write failure caused by misaligned disk heads, worn
magnetic coating, dust on the disk surface).

c) Discontinuity of operation caused by erroneous administrative actio
lack of timely administrative action (e.g. unexpected shutdowns by tur
off power, ignoring the exhaustion of critical resources, inadequate inst
configuration). 

716 Note that recovery may be from either a complete or partial failure scen
Although a complete failure might occur in a monolithic operating system, it is
likely to occur in a distributed environment. In such environments, subsystems
fail, but other portions remain operational. Further, critical components ma
redundant (disk mirroring, alternative routes), and checkpoints may be avai
Thus, recovery is expressed in terms of recovery to a secure state.

717 This family identifies a maintenance mode. In this maintenance mode no
operation might be impossible or severely restricted since otherwise ins
situations might occur. Typically only authorised administrators are allo
access. 

718 Mechanisms designed to detect exceptional conditions during operation fall u
FPT_TST (TSF Self Test), FPT_FLS (Fail Secure), and other areas that addre
concept of “Software Safety.”

User notes

719 Throughout this family, the phrase “secure state” is used. This refers to some
in which the TOE has consistent TSF data and a TSF that can correctly enfor
19 December 1997 Version 2.0 Draft Page 145 of 188
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policy. This state may be the initial “boot” of a clean system, or it might be s
checkpointed state.

FPT_RCV.1 Manual Recovery

720 In the hierarchy of the trusted recovery family, recovery that requires only ma
intervention is the least desirable, for it precludes the use of the system 
unattended fashion.

User Application Notes

721 This component is intended for use in TOEs that do not require unattended rec
to a secure state. The requirements of this component reduce the threat of pro
compromise resulting from an attended TOE returning to an insecure state
recovery from a failure or other discontinuity.

Evaluator application notes

722 It is acceptable for the functions that are available to the authorised adminis
for trusted recovery to be available only in a maintenance mode. Controls sho
in place to limit access during maintenance to authorised administrators.

FPT_RCV.2 Automated Recovery

723 Automated recovery is considered to be more useful than manual recovery
allows the machine to operate in an unattended fashion.

User Application Notes

724 The component FPT_RCV.2 extends the feature coverage of FPT_RCV.
requiring that there be at least one automated method of recovery from failu
service discontinuity. It addresses the threat of protection compromise res
from an unattended TOE returning to an insecure state after recovery from a f
or other discontinuity.

Evaluator application notes

725 It is acceptable for the functions that are available to the authorised adminis
for trusted recovery to be available only in a maintenance mode. Controls sho
in place to limit access during maintenance to authorised administrators.

726 For FPT_RCV.2.1, it is the responsibility of the developer of the TSF to determ
the set of recoverable failures and service discontinuities.

727 It is assumed that the robustness of the automated recovery mechanisms 
verified.
Page 146 of 188 Version 2.0 Draft 19 December 1997



D R A F T

Protection of the TOE Security Functions FPT_RCV - Trusted Recovery

 but it
ss of

.2 by
C. At
er by
pe of

m an
 other

trator
uld be

ated
Operations

Assignment: 

728 For FPT_RCV.2.3, the PP/ST author should specify the list of failures
or other discontinuities for which automated recovery shall be possible.

FPT_RCV.3 Automated Recovery without Undue Loss

729 Automated recovery is considered to be more useful than manual recovery,
runs the risk of losing a substantial number of objects. Preventing undue lo
objects provides additional utility to the recovery effort.

User Application Notes

730 The component FPT_RCV.3 extends the feature coverage of FPT_RCV
requiring that there not be undue loss of TSF data or objects within the TS
FPT_RCV.2, the automated recovery mechanisms could conceivably recov
deleting all objects and returning the TSF to a known secure state. This ty
drastic automated recovery is precluded in FPT_RCV.3.

731 This component addresses the threat of protection compromise resulting fro
unattended TOE returning to an insecure state after recovery from a failure or
discontinuity with a large loss of TSF data or objects within the TSC.

Evaluator application notes

732 It is acceptable for the functions that are available to the authorised adminis
for trusted recovery to be available only in a maintenance mode. Controls sho
in place to limit access during maintenance to authorised administrators.

733 It is assumed that the evaluators will verify the robustness of the autom
recovery mechanisms.

Operations

Assignment: 

734 For FPT_RCV.3.3, the PP/ST author should specify the list of failures or
other discontinuities for which automated recovery shall be possible.

Assignment: 

735 For FPT_RCV.3.4, the PP/ST author should provide a quantification
for the amount of loss of TSF data or objects that is acceptable.
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FPT_RCV.4 Function Recovery

735 For selected SFs in the TSF, it is necessary that the SF fail in a manner that do
result in compromised TSF data.

Operations

Assignment: 

736 In FPT_RCV.4.1, the PP/ST author should list the SFs and failure
scenarios for which the TSF should return to its state immediately
before SF invocation.
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FPT_RPL Replay Detection and Prevention

737 This family addresses detection of replay for various types of entities 
subsequent actions to correct. 

FPT_RPL.1 Replay Detection and Prevention

User Application Notes

738 The entities included here are, for example, messages, service requests, 
responses, or sessions.

Operations

Assignment: 

739 In FPT_RPL.1.1, the PP/ST author should provide a list of identified
entities for which detection of replay should be possible. Examples o
such entities might include: messages, service requests, servi
responses, and user sessions.

740 In FPT_RPL.1.2, the PP/ST author should specify the list of actions to
be taken by the TSF when replay is detected. The potential set of action
that can be taken includes: ignoring the replayed entity, requesting
confirmation of the entity from the identified source, terminating the
subject from which the re-played entity originated.
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FPT_RVM Reference Mediation

741 The components of this family address the “always invoked” aspect of a tradit
reference monitor. The goal of these components is to ensure, with respec
given SFP, that all actions requiring policy enforcement invoked by subj
untrusted with respect to any or all of that SFP to objects controlled by that SF
validated by the TSF against the SFP. If the portion of the TSF that enforces th
also meets the requirements of appropriate components from FPT_SEP (D
Separation) and ADV_INT (TSF internals), than that portion of the TSF provid
“reference monitor” for that SFP.

742 The Reference Monitor is that portion of the TSF responsible for the enforce
of the TSP; it has the following three characteristics:

a) Untrusted subjects cannot interfere with its operation; i.e. it is tamperp
This is addressed by the components in the FPT_SEP family.

b) Untrusted subjects cannot bypass its checks; i.e. it is always invoked.
is addressed by the components in the FPT_RVM family.

c) It is simple enough to be analysed and its behaviour understood (i.
design is conceptually simple.) This is addressed by the components 
ADV_INT family.

743 This component states that, “the TSF shall ensure that TSP enforcement fun
are invoked and succeed before any operation within the TSC is allowe
proceed.” In any system (distributed or otherwise) there are a finite numb
functions responsible for enforcing the TSP. There is nothing in this require
that mandates or prescribes that a single function is invoked to handle se
Rather, it allows multiple functions to fill the role of reference monitor, and 
collection of them responsible for enforcing the TSP are simply called, collecti
the reference monitor. However, this must be balanced by the goal of keepin
“reference monitor” simple.

744 A TSF that implements a SFP provides effective protection against unautho
operation if and only if all enforceable actions (e.g. accesses to objects) requ
by subjects untrusted with respect to any or all of that SFP are validated by th
before succeeding, If the enforceable action is incorrectly enforced or bypasse
overall enforcement of the SFP has been compromised. “Untrusted” subjects
then bypass the SFP in a variety of unauthorised ways (e.g. circumvent a
checks for some subjects or objects, bypass checks for objects whose protecti
assumed by applications, retain access rights beyond their intended lifetime, b
auditing of audited actions, or bypass authentication). Note that the term “untr
subjects” refers to subjects untrusted with respect to any or all of the specific 
being enforced; a subject may be trusted with respect to one SFP and untruste
respect to a different SFP. 
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FPT_RVM.1 Non-Bypassability of the TSP

User Application Notes

745 In order to obtain the equivalent of a reference monitor, this component mu
used with either FPT_SEP.2 (SFP Domain Separation) or FPT_SEP.3 (Com
Reference Monitor), and ADV_INT.3 (Minimisation of complexity). Further,
complete reference mediation is required, the components from Class FDP
cover all objects.
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FPT_SEP Domain Separation

746 The components of this family ensure that at least one security domain is ava
for the TSF’s own execution, and that the TSF is protected from exte
interference and tampering (e.g. by modification of TSF code or data structure
untrusted subjects. Satisfying the requirements of this family makes the TSF
protecting, meaning that an untrusted subject cannot modify or damage the T

747 This family requires the following:

a) The resources of the TSF’s security domain (“protected domain”) and t
of subjects and unconstrained entities external to the domain are sep
such that the entities external to the protected domain cannot obser
modify data structures or code internal to the protected domain.

b) The transfers between domains are controlled such that arbitrary entry
return from, the protected domain is not possible. 

c) The user or application parameters passed to the protected doma
addresses are validated with respect to the protected domain’s ad
space, and those passed by value are validated with respect to the 
expected by the protected domain.

d) The security domains of subjects are distinct except for controlled sha
via the TSF.

User notes

748 This family is needed whenever confidence is required that the TSF has not
subverted.

749 In order to obtain the equivalent of a reference monitor, the compon
FPT_SEP.2 (SFP Domain Separation) or FPT_SEP.3 (Complete Refe
Monitor) from this family must be used in conjunction with FPT_RVM.1 (No
Bypassability of the TSP), and ADV_INT.3 (Minimisation of complexity). Furth
if complete reference mediation is required, the components from Class FDP
cover all objects.

FPT_SEP.1 TSF Domain Separation

750 Without a separate protected domain for the TSF, there can be no assurance 
TSF has not been subjected to any tampering attacks by untrusted subjects
attacks may involve modification of the TSF code and/or TSF data structures
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FPT_SEP.2 SFP Domain Separation

751 The most important function provided by a TSF is the enforcement of its SFP
order to ensure that those significant SFPs exhibit the characteristics of a refe
monitor (RM), in particular, being tamperproof, they must be in a domain dis
from the remainder of the TSF.

Evaluator application notes

752 It is possible that a reference monitor in a layered design may provide func
beyond those of the SFPs. This arises out of the practical nature of layered so
design. The goal should be to minimise the non-SFP related functions.

753 Note that it is acceptable for the reference monitors for all included SFPs to b
single distinct reference monitor domain, as well as having multiple refer
monitor domains (each enforcing one or more SFPs). If multiple reference mo
domains for SFPs are present, it is acceptable for them to be either peers 
hierarchical relationship.

754 For FPT_SEP.2.1, the phrase “unisolated portion of the TSF” refers to that po
of the TSF consisting of those functions in the TSF not covered by FPT_SEP

Operations

Assignment: 

755 For FPT_SEP.2.3, the PP/ST author should specify the access control
and/or information flow control SFPs in the TSP that should have a
separate domain.

FPT_SEP.3 Complete Reference Monitor

756 The most important function provided by a TSF is the enforcement of its SFP
order to ensure that the TSF exhibits the characteristics of a reference m
(RM), in particular, being tamperproof, all access control and/or information f
control FSPs must be enforced in a domain distinct from the remainder of the

Evaluator application notes

757 It is possible that a reference monitor in a layered design may provide func
beyond those of the SFPs. This arises out of the practical nature of layered so
design. The goal should be to minimise the non-SFP related functions.

758 Note that it is acceptable for the reference monitors for all included SFPs to b
single distinct reference monitor domain, as well as having multiple refer
monitor domains (each enforcing one or more SFPs). If multiple reference mo
domains for SFPs are present, it is acceptable for them to be either peers 
hierarchical relationship.
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FPT_SSP State Synchrony Protocol

758 Distributed systems may give rise to greater complexity than monolithic sys
through the potential for differences in state between parts of the system
through delays in communication. In most cases synchronisation of state be
distributed functions involves an exchange protocol, not a simple action. W
malice exists in the distributed environment of these protocols, more com
defensive protocols are required. 

758 FPT_SSP establishes the requirement for certain critical security functions o
TSF to use this trusted protocol. FPT_SSP ensures that two distributed parts
TOE (e.g. hosts) have synchronised their states after a security-relevant actio

User notes

759 Some states may never be synchronised, or the transaction cost may be too h
practical use; encryption key revocation is an example, where knowing the 
after the revocation action is initiated, can never be known. Either the action
taken and acknowledgment cannot be sent, or the message was ignored by
communication partners and the revocation never occurred. Indetermina
unique to distributed systems. Indeterminacy and state synchrony are relate
the same solution may apply. It is futile to design for indeterminate states; th
ST author should express other requirements in such cases (e.g. raise an alarm
the event).

FPT_SSP.1 Simple Trusted Acknowledgement

User Application Notes

760 In this component, the TSF must supply an acknowledgement to another TSF
requested by that other TSF. This acknowledgement should indicate that the
successfully received an unmodified transmission from the remote truste
product.

FPT_SSP.2 Mutual Trusted Acknowledgement

User Application Notes

761 In this component, in addition to being able to provide an acknowledgement fo
receipt of a data transmission, the TSF must comply with a remote truste
product’s request for an acknowledgement to the acknowledgement. 

762 For example, the local TSF transmits some data to a remote trusted IT produc
remote trusted IT product acknowledges the successful receipt of the dat
requests that the sending TSF confirm that it receives the acknowledgement
mechanism provides additional confidence that both TSFs involved in the 
transmission know that the transmission completed successfully.
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FPT_STM Time Stamps

762 This family addresses requirements for a trusted time stamp function within a 

User notes

763 It is the responsibility of the PP/ST author to clarify the meaning of the ph
“trusted time stamp”, and to indicate where the responsibility lies in determinin
acceptance of trust.

FPT_STM.1 Reliable Time Stamps

Operation : No permitted operation.
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FPT_TDC Inter-TSF TSF Data Consistency

763 In a distributed or composite system environment, a TOE may need to exch
TSF data (e.g. the SFP-attributes associated with data, audit informa
identification information) with another trusted IT Product. This family defines 
requirements for sharing and consistent interpretation of these attributes be
the TSF of the TOE and that of a different trusted IT Product.

User notes

764 The components in this family are intended to provide requirements for autom
support for TSF data consistency when it is transferred between the TSF o
TOE and that of another trusted IT Product. It is also possible that wh
procedural means could be used to produce security attribute consistency, b
are not provided for here.

765 This family is different from FDP_ETC and FDP_ITC because those two fam
are concerned with resolving the security attributes between the TSF and its im
export medium only. 

766 If the integrity of the TSF data is of concern, requirements should be chosen
the FPT_ITI family. These components specify requirements for the TSF to be
to detect or detect and correct modifications to TSF data in transit.

FPT_TDC.1 Inter-TSF Basic TSF Data Consistency

User Application Notes

767 The TSF is responsible for maintaining the consistency of TSF data used 
associated with the specified function and that are common between two or
trusted systems. For example, the TSF data for the TSFs of two different sy
may have different conventions internally. For the TSF data to be used pro
(e.g. to afford the user data the same protection as on the sending TSF) 
receiving TSF, the TSFs must use a pre-established protocol to exchange TSF

Operations

Assignment: 

767 In FPT_TDC.1.1, the PP/ST author should define the list of TSF data
types that shall be consistently interpreted when shared between TSFs

Assignment: 

767 In FPT_TDC.1.2, the PP/ST should assign the list of interpretation rules
to be applied by the TSF.
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FPT_TRC Internal TOE TSF Data Replication Consistency

768 The requirements of this family are needed to ensure the consistency of TS
when such data is replicated internal to the TOE. Such data may be
inconsistent if the internal channel between parts of the TOE becomes inope
If the TOE is internally structured as a network of parts of the TOE, this can o
when parts become disabled, network connections are broken, and so on.

User notes

769 The method of ensuring consistency is not specified in this component. It cou
attained through a form of transaction logging, where appropriate transaction
“rolled back” to a site upon reconnection; it could be updating the replicated
through a synchronisation protocol. If a particular protocol is necessary for a
ST, it can be specified through refinement.

770 It may be impossible to synchronise some states, or the cost of such synchron
may be too high. Examples of this situation are communication channel
encryption key revocations. Indeterminate states may also occur; if a sp
behaviour is desired, it should be specified via refinement.

FPT_TRC.1 Internal TOE Data Consistency

Operations

Assignment: 

771 In FPT_TRC.1.2, the PP/ST author should specify the list of SFs
dependent on TSF data replication consistency.
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FPT_TST TSF Self Test

772 The family defines the requirements for the self-testing of the TSF with respe
some expected correct operation. Examples are calls to enforcement function
sample arithmetical operations on critical parts of the TOE. These tests c
carried out at start-up, periodically, at the request of the administrator, or 
other conditions are met. The actions to be taken by the TOE as the result 
testing are defined in other families.

773 The requirements of this family are also needed to detect the corruption of TSF
and code by various failures that do not necessarily stop the TOE's operation (
would be handled by other families). These checks must be performed be
these failures may not necessarily be prevented. Such failures can occur
because of unforeseen failure modes or associated oversights in the des
hardware, firmware, or software, or because of malicious corruption of the TSF
to inadequate logical and/or physical protection.

User notes

774 The term “correct operation of the TSF” refers primarily to the operation of the 
software and the integrity of the TSF data. The abstract machine upon whic
TSF software is implemented is tested via dependency on FPT_AMT. 

FPT_TST.1 TSF Testing

User Application Notes

775 This component provides support for the testing of the critical functions of
TSF’s operation by requiring the ability to invoke testing functions and check
integrity of TSF data and executable code.

776 The checks on the correctness of the TSF executable code must be perf
because these failures may not necessarily be prevented. Such failures can
either because of unforeseen failure modes or associated oversights in the de
hardware, firmware, or software, or because of malicious corruption of the TSF
to inadequate logical and/or physical protection.

Evaluator application notes

777 It is acceptable for the functions that are available to the authorised adminis
for periodic testing to be available only in an off-line or maintenance mo
Controls should be in place to limit access during these modes to autho
administrators.
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er
Operations

Selection: 

778 In FPT_TST.1 the PP/ST author should specify when the TSF will
execute the TSF test; during initial start-up, periodically during normal
operation, at the request of the authorised administrator, at oth
conditions. In the case of the latter option, the PP/ST author should also
assign what those conditions are via the following assignment.

Assignment: 

779 In FPT_TST.1.1 the PP/ST author should, if selected, specify the
conditions under which the self test should take place.

780
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Class FRU

Resource Utilisation

781 This class provides three families which support the availability of requ
resources such as processing capability and/or storage capacity when neede
family Fault Tolerance provides protection against unavailability of capabili
caused by failure of the TOE. The family Priority of Service ensures that
resources will be allocated to the more important or time-critical tasks and ca
be monopolised by lower priority tasks. The family Resource Allocation prov
limits on the use of available resources, therefore preventing users 
monopolising the resources..

Figure B.14  -  Resource Utilisation class decomposition

2

Resource Utilisation

FRU_FLT Fault Tolerance 1

FRU_PRS Priority of Service 1 2

FRU_RSA Resource Allocation 1 2
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FRU_FLT Fault Tolerance

782 This family provides requirements for the availability of capabilities even in 
case of failures. Examples of such failures are power failure, hardware failu
software error. In case of these errors, if so specified, the TOE will maintain
specified capabilities. The PP/ST author could specify, for example, that a 
used in a nuclear plant will continue the operation of the shut-down procedu
the case of power-failure, or communication-failure.

User notes

783 Since the TOE can only continue its correct operation if the TSP is enforced,
is a requirement that the system must remain in a secure state after a failur
capability is provided by FPT_FLS.1.

784 The mechanisms to provide fault tolerance could be active or passive. In case
active mechanism, specific functions are in place which are activated in cas
error occurs. For example, a fire alarm is an active mechanism; the TSF will d
the fire and can take action such as switching operation to a backup. In a p
scheme, the architecture of the TOE is capable of handling the error. For exa
the use of a majority voting scheme with multiple processors is a passive sol
failure of one processor will not disrupt the operation of the TOE (although it n
to be detected to allow correction).

785 For this family, it does not matter whether the failure has been initiated acciden
(such as flooding or unplugging the wrong device) or intentionally (such
monopolising). 

FRU_FLT.1 Degraded Fault Tolerance

User Application Notes

786 This component is intended to specify which capabilities the TOE will still prov
after a failure of the system. Since it would be difficult to describe all spec
failures, categories of failures may be specified. Examples of general failure
flooding of the computer room, short term power interruption, breakdown of a C
or host, software failure, or overflow of buffer.

Operations

Assignment: 

787 In FRU_FLT.1.1 the PP/ST author should specify which [list of TOE
capabilities] the TOE will maintain during and after a specified failure.

Assignment: 

788 In FRU_FLT.1.1 the PP/ST author should specify the [list of type of
failures] which the TOE explicitly has to be protected against. If a
failure in this list occurs the TOE will be able to continue its operation.
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FRU_FLT.2 Limited Fault Tolerance

User Application Notes

789 This component is intended to specify against what type of failures the TOE 
be resistant. Since it would be difficult to describe all specific failures, catego
of failures may be specified. Examples of general failures are flooding of
computer room, short term power interruption, breakdown of a CPU or h
software failure, or overflow of buffer.

Operations

Assignment: 

790 In FRU_FLT.2.1 the PP/ST author should specify the [list of types of
failures] which the TOE explicitly has to be protected against. If a
failure in this list occurs the TOE will be able to continue its operation.
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FRU_PRS Priority of Service

791 The requirements of this family allow the TSF to control the use of resources w
the TSC by users and subjects such that high priority activities within the TSC
always be accomplished without interference or delay due to low priority activi
In other words, time critical tasks will not be delayed by tasks which are less
critical.

792 This family could be applicable to several types of resources, for exam
processing capacity, and communication channel capacity.

793 The Priority of Service mechanism might be passive or active. In a passive Pr
of Service system, the system will select the task with the highest priority w
given a choice between two waiting applications. While using passive Priori
Service mechanisms, when a low priority task is running, it cannot be interru
by a high priority task.While using an active Priority of Service mechanisms, lo
priority tasks might be interrupted by new high priority tasks.

User notes

794 The audit requirement states that all reasons for rejection should be audited. It
to the developer to argue that an operation is not rejected but delayed.

FRU_PRS.1 Limited Priority of Service

User Application Notes

795 This component defines priorities for a subject, and the resources for which
priority will be used. If a subject attempts to take action on a resource controlle
the Priority of Service requirements, the access and/or time of access w
dependent on the subject’s priority, the priority of the currently acting subject,
the priority of the subjects still in the queue.

Operations

Assignment: 

796 For FRU_PRS.1.2, the PP/ST author should specify the list o
[controlled resources] for which the TSF enforces priority of service
(e.g. resources such as processes, disk space, memory, bandwidth).

FRU_PRS.2 Full Priority of Service

User Application Notes

797 This component defines priorities for a subject. All shareable resources in the
will be subjected to the Priority of Service mechanism. If a subject attempts to
action on a shareable TSC resource, the access and/or time of access 
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, and
dependent on the subject’s priority, the priority of the currently acting subject
the priority of the subjects still in the queue.
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FRU_RSA Resource Allocation

798 The requirements of this family allow the TSF to control the use of resources w
the TSC by users and subjects such that unauthorised denial of service will no
place by means of monopolisation of resources by other users or subjects. 

User notes

799 Resource allocation rules allow the creation of quotas or other means of de
limits on the amount of resource space or time that may be allocated on beha
specific user or subjects. These rules may, for example:

- Provide for object quotas that constrain the number and/or size of obje
specific user may allocate.

- Control the allocation/deallocation of preassigned resource units w
these units are under the control of the TSF.

800 In general, these functions will be implemented through the use of attrib
assigned to users and resources.

801 The objective of these components is to ensure a certain amount of fairness 
the users (e.g. a single user should not allocate all the available space) and su
Since resource allocation often goes beyond the lifespan of a subject (i.e. files
exist longer than the applications that generated them), and multiple instantia
of subjects by the same user should not negatively affect other users too mu
components allow that the allocation limits are related to the users. In s
situations a subject is the entity that is allocated the resource (e.g. main mem
CPU cycles). In those instances the components allow that the resource allo
be on the level of subjects. 

802 This family imposes requirements on resource allocation, not on the use o
resource itself. The audit requirements therefore, as stated, also apply t
allocation of the resource, not to the use of the resource. 

FRU_RSA.1 Maximum Quotas

User Application Notes

803 This component provides requirements for quota mechanisms that apply to o
specified set of the shareable resources in the TOE. The requirements allo
quotas to be associated with a user, possibly assigned to groups of users or s
as applicable to the TOE.

Operations

Assignment: 

804 In FRU_RSA.1.1, the PP/ST author should specify the list of controlled
resources for which resource allocation limits are required (e.g.
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processes, disk space, memory, bandwidth). If all resources in the TS
need to be included the words “all TSC resources” can be specified.

Selection: 

805 In FRU_RSA.1.1, the PP/ST author should select whether the
maximum quotas apply to individual users or to a defined group of users
or both. 

Selection: 

806 In FRU_RSA.1.1, the PP/ST author should select whether the
maximum quotas can be used at the simultaneously or whether they
apply to a period of time in which they can be used.

FRU_RSA.2 Minimum and Maximum Quotas

User Application Notes

807 This component provides requirements for quota mechanisms that apply
specified set of the shareable resources in the TOE. The requirements allo
quotas to be associated with a user, or possibly assigned to groups of us
applicable to the TOE.

Operations

Assignment: 

808 In FRU_RSA.2.1, the PP/ST author should specify the controlled resources
for which maximum resource allocation limits are required (e.g. proces
disk space, memory, bandwidth). If all resources in the TSC need t
included the words “all TSC resources” can be specified.

Selection: 

809 In FRU_RSA.2.1, the PP/ST author should select whether the maxim
quotas apply to individual users, to a defined group of users, or subjectsor
any combination of these. 

Selection: 

810 In FRU_RSA.2.1, the PP/ST author should select whether the maxim
quotas can be used at the simultaneously or whether they apply to a perio
of time in which they can be used.

Assignment: 

811 In FRU_RSA.2.2, the PP/ST author should specify the controlled
resources for which a minimum allocation limit needs to be set (e.g.
processes, disk space, memory, bandwidth). If all resources in the TS
need to be included the words “all TSC resources” can be specified.
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,

Selection: 

812 In FRU_RSA.2.2, the PP/ST author should select whether the
minimum quotas apply to individual users, to a defined group of users
or subjects or any combination of these. 

Selection: 

813 In FRU_RSA.2.2, the PP/ST author should select whether the
minimum quotas can be used at the simultaneously or whether they
apply to a period of time in which they can be used.

814
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TOE Access

815 The establishment of a user’s session typically consists of the creation of o
more subjects that perform operations in the TOE on behalf of the user. At th
of the session establishment procedure, provided the TOE access requireme
satisfied, the created subjects bear the attributes determined by the identifi
and authentication functions. 

816 A user session is defined as the period starting at the time of the identifica
authentication (or if more appropriate the start of an interaction between the
and the system) up to the moment that all subjects (resources and attributes) 
to that session have been deallocated.

817 Figure B.15 shows the decomposition of this class into its constituent compon

Figure B.15  -  TOE Access class decomposition

TOE Access

FTA_TSE TOE Session Establishment 1

2FTA_MCS Limitation on Multiple Concurrent Sessions 1

FTA_LSA Limitation on Scope of Selectable Attributes 1

FTA_SSL Session Locking

1

2

FTA_TAH TOE Access History 1

FTA_TAB TOE Access Banners 1

3
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FTA_LSA Limitation on Scope of Selectable Attributes

818 This family defines requirements that will limit the attributes a user may select
the subjects to which a user may be bound, based on: the method of acce
location or port of access; and/or the time (e.g. time-of-day, day-of-week).

User notes

819 This family provides the capability for a PP/ST authors to specify requirement
the TSF to place limits of the domain of an authorised user’s security attrib
based on an environmental condition. For example, a user may be allow
establish a “secret session” during normal business hours but outside those
the same user may be constrained to only establishing “unclassified sessions
identification of relevant constraints on the domain of selectable attributes ca
achieved through the use of the selection operation. These constraints c
applied on an attribute-by-attribute basis. When there exists a need to sp
constraints on multiple attributes this component will have to be replicated mu
times for each attribute. Attributes limitations can be specified in terms of 
combination of the following parameters: 

a) The method of access can be used to specify in which type of environ
the user will be operating (e.g. file transfer protocol, terminal, vtam).

b) The location of access can be used to constrain the domain of a u
selectable attributes based on a user’s location or port of access.
capability is of particular use in environments where dial-up facilities
network facilities are available.

c) The time of access can be used to constrain the domain of a user’s sele
attributes. For example, ranges may be based upon time-of-day, da
week, or calendar dates. This constraint provides some operat
protection against user actions that could occur at a time where p
monitoring or where proper procedural measures may not be in place.

FTA_LSA.1Limitation on Scope of Selectable Attributes

Operations

Assignment: 

820 In FTA_LSA.1.1 the PP/ST author should specify the set of session
security attributes which could be constrained. Examples of these
session security attributes are user clearance level, and user integrit
level and roles.

Assignment: 

821 In FTA_LSA.1.1 the PP/ST author should specify the set of attributes
that can be use to determine the scope of the session security attribute
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Examples of such attributes are user identity, originating location, time
of access, and method of access.
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FTA_MCS Limitation on Multiple Concurrent Sessions

822 This family defines how many sessions a user can have at the same time (con
sessions). This number of concurrent sessions can either be set for a group o
or for each individual user.

FTA_MCS.1 Basic Limitation on Multiple Concurrent Sessions 

User Application Notes

823 This component allows the system to limit the number of sessions in ord
effectively use the resources of the TOE.

FTA_MCS.2 Per User Attribute Limitation on Multiple Concurrent Sessions

User Application Notes

824 This component provides additional capabilities over those of FTA_MCS.1
allowing further constraints to be placed on the number of concurrent session
users are able to invoke. These constraints are in terms of a user’s se
attributes, such as a user’s identity, or membership of a role. This prov
protection against actions that cannot be properly monitored or where proce
measures cannot be properly put in place.

Operations

Assignment: 

825 For FTA_MCS.2.1 the PP/ST author should specify the security
attributes that can be used to specify the maximum number of session
per user. Examples of these security attributes are group-id,
classification level, and location.

Selection: 

826 For FTA_MCS.2.1 the PP/ST author should specify the rules that
determine the maximum number of concurrent sessions. An example o
a rule is “maximum number of concurrent sessions is one if the user has
a classification level of ‘secret’ and five otherwise”.
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FTA_SSL Session Locking

827 This family defines requirements for the TSF to provide the capability for lock
and unlocking of interactive sessions (e.g. keyboard locking). 

828 When a user is directly interacting with subjects in the TOE (interactive sess
the user’s terminal is vulnerable if left unattended. This family provi
requirements for the TSF to disable (lock) the terminal or terminate the session
a specified period of inactivity, and for the user to initiate the disabling (locking
the terminal. To reactivate the terminal, an event specified by the PP/ST autho
as the user must authenticate himself to the TSF, must occur.

829 A user is considered inactive, if he/she has not provided any stimulus to the
for a period of time.

830 A PP/ST author should consider whether FTP_TRP.1 Trusted Path shou
included. In that case, the function ‘session locking’ should be included in
operation in FTP_TRP.1.

FTA_SSL.1 TSF-initiated Session Locking

User Application Notes

831 FTA_SSL.1 TSF-initiated Session Locking, provides the capability for the TS
lock an active user session after a specified period of time. Locking a term
would prevent any further interaction with an existing active session through
use of the locked terminal. 

832 This component allows the PP/ST author to specify what events will unlock
session. These events may be related to the terminal (e.g. fixed set of keystro
unlock the session), the user (e.g. reauthentication), or time.

Operations

Assignment: 

833 In FTA_SSL.1.1 the PP/ST author should specify the interval. If so
desired the PP/ST author could, through the assignment, specify tha
the time interval is left to the authorised administrator or the user. The
management functions in the FMT class can specify the capability to
modify this time interval, making it the default value.

Assignment: 

834 In FTA_SSL.1.2 the PP/ST author should specify the event that should
occur before the session is unlocked. Examples of such an event ar
“user re-authenticate him/herself”, or “user enters unlock key-
sequence”.
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FTA_SSL.2 User-initiated Locking

User Application Notes

835 FTA_SSL.2 User-initiated Locking, provides the capability for an authorised 
to lock and unlock his/her own terminal. This would provide authorised users
the ability to effectively block further use of their active sessions without havin
terminate the active session. 

Operations

Assignment: 

836 In FTA_SSL.2.2 the PP/ST author should specify the event that should
occur before the session is unlocked. Examples of such an event ar
“user re-authenticate him/herself”, or “user enters unlock key-
sequence”.

FTA_SSL.3 TSF-initiated Termination

User Application Notes

837 FTA_SSL.3 TSF-initiated Termination, requires that the TSF shall terminat
interactive user session after a period of inactivity. 

838 The PP/ST author should be aware that a session may continue after th
terminated his/her activity, for example background processing. This require
would terminate this background subject after a period of inactivity of the 
without regard to the status of the subject.

Operations

Assignment: 

839 In FTA_SSL.3.1 the PP/ST author should specify the interval. If so
desired the PP/ST author could, through the assignment, specify tha
the interval is left to the authorised administrator or the user. The
management functions in the FMT class can specify the capability to
modify this time interval, making it the default value.
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840 Prior to identification and authentication, TOE access requirements provid
ability for the TOE to display an advisory warning message to potential u
pertaining to appropriate use of the TOE.

FTA_TAB.1 Default TOE Access Banners

This component requires that there is an advisory warning regarding
unauthorised use of the TOE.

A PP/ST author could refine the requirement to include a default banner.
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FTA_TAH TOE Access History

841 This family defines requirements for the TSF to display to users, upon succe
session establishment to the TOE, a history of successful and unsuccessful at
to access the account. This history may include the date, time, means of acce
port of the last successful access to the TOE, as well as the number of succ
and unsuccessful attempts to access the TOE since the last successful acces
identified user.

FTA_TAH.1 TOE Access History

842 This family can provide authorised users with information that may indicate
possible misuse of their user account. 

Operations

Selection: 

843 In FTA_TAH.1.1, the PP/ST author should select the security
attributes of the last successful session establishment that will be show
at the user interface. The items are: date, time, method of access (suc
as ftp), and/or location (e.g. terminal 50).

844 In FTA_TAH.1.2, the PP/ST author should select the security
attributes of the last unsuccessful session establishment that will b
shown at the user interface. The items are: (date, time, method of acces
(such as ftp), and/or location (e.g. terminal 50).
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FTA_TSE TOE Session Establishment

845 This family provides the ability to place constraints on the establishment of a
session. These constraints can be specified in terms of a user’s attributes such
user identity, role, or confidentiality level.

846 This family defines requirements to deny an authorised user permission to est
a session with the TOE based on attributes such as the location or port of acce
user's security attribute (e.g. identity, clearance level, integrity level membersh
a role), ranges of time (e.g. time-of-day, day-of-week, calendar dates
combinations of parameters.

User notes

847 This family provides the capability for the PP/ST author to specify requirement
the TOE to place constraints on the ability of an authorised user to estab
session with the TOE. The identification of relevant constraints can be ach
through the use of the selection operation. Session establishment constraints
specified in terms of any combination of the following parameters: 

a) The location of access can be used to constrain the ability of a us
establish an active session with the TOE, based on the user’s location o
of access. This capability is of particular use in environments where dia
facilities or network facilities are available.

b) The user’s security attributes can be used to place constraints on the 
of a user to establish an active session with the TOE. For example, 
attributes would provide the capability to deny session establishment b
on any of the following:

- a user's identity;
- a user's clearance level;
- a user's integrity level; and
- a user's membership in a role.

This capability is particularly relevant in situations where authorisation m
take place at a different location where TOE access checks are perfor

c) The time of access can be used to constrain the ability of a user to est
an active session with the TOE based on ranges of time. For example, r
may be based upon time-of-day, day-of-week, or calendar dates. 
constraint provides some operational protection against actions that c
occur at a time where proper monitoring or where proper proced
measures may not be in place.
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Operations

Assignment: 

848 In FTA_TSE.1.1 the PP/ST author should specify the [attributes] that
can be used to restrict the session establishment. Example of possib
attributes are user identity, originating location (e.g. no remote
terminals), time of access (e.g. outside hours), or method of access (e
X-windows).
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Trusted Path/Channels

849 Users often need to perform functions through direct interaction with the TS
trusted path ensures that a user is communicating directly with the TSF whe
it is invoked. A user’s response via the trusted path guarantees that unt
applications cannot intercept or modify the user’s response. Similarly, tru
channels are one approach for secure communication between the TSF and 
IT products.

849 Figure B.16 illustrates the relationships between the various types
communication that may occur within a TOE or network of TOEs (i.e. Internal T
transfers, Inter-TSF transfers, and Import/Export Outside of TSF Control) an
various forms of trusted paths and channels.

Figure B.16  -  Trusted Paths and Trusted Channels

SF SF

SF
SFSF

SF

Local TOE

Remote Trusted IT ProductUntrusted IT Product

SF SF

SFSF

Local User

Remote User

Internal TOE Transfer

Inter-TSF TransferTransfers
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(Trusted Channel)
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850 Absence of a trusted path may allow breaches of accountability or access con
environments where untrusted applications are used. These application
intercept user-private information, such as passwords, and use it to impers
other users. As a consequence, responsibility for any system actions can
reliably assigned to an accountable entity. Also, these applications could o
erroneous information on an unsuspecting user’s display, resulting in subse
user actions that may be erroneous and may lead to a security breach.

851 Figure B.17 shows the decomposition of this class into its constituent compon

Figure B.17  -  Trusted Path / Channels class decomposition

FTP_ITC Inter-TSF Trusted Channel 1

1FTP_TRP Trusted Path

Trusted Path/Channels
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852 This family defines the rules for the creation of a trusted channel connection
goes between the TSF and another trusted IT product for the performan
security critical operations between the products. Examples of such security c
operations may include the updating of the TSF authentication database b
transfer of data from a trusted product whose function is the collection of audit

FTP_ITC.1 Inter-TSF Trusted Channel

User Application Notes

853 This component should be used when a trusted communication channel betwe
TSF and another trusted IT product is required.

Operations

Selection: 

854 In FTP_ITC.1.2, the PP/ST author must specify whether the local TSF,
the remote trusted IT product, or both shall have the capability to initiate
the trusted channel.

Assignment: 

855 In FTP_ITC.1.3, the PP/ST author should specify the functions for
which a trusted channel is required. Examples of these functions may
include: transfer of user, subject, and/or object security attributes and
ensuring consistency of TSF data.
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856 This component defines the requirements to establish and maintain tr
communication to or from users and the TSF. A trusted path may be require
any security-relevant interaction. Trusted path exchanges may be initiated by 
during an interaction with the TSF, or the TSF may establish communication
the user via a trusted path. 

FTP_TRP.1 Trusted Path

User Application Notes

857 This component should be used when trusted communication between a us
the TSF is required, either for initial authentication purposes only or for additi
specified user operations.

Operations

Selection: 

858 In FTP_TRP.1.1, the PP/ST author should specify whether the trusted
path must be extended to remote and/or local users. 

Selection: 

859 In FTP_TRP.1.2, the PP/ST author should specify whether the TSF,
local users, and/or remote users should be able to initiate the trusted
path.

Selection: 

860 In FTP_TRP.1.3, the PP/ST author should specify whether the trusted
path is to be used for initial user authentication and/or for other specified
services.

Assignment: 

861 In FTP_TRP.1.3, the PP/ST author should identify other services for
which trusted path is required, if any.
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Annex C

CC observation report (CCOR)

C.1 Introduction

862 The CC sponsoring organisations welcome feedback from the community an
particularly interested in observations and comments arising out of applicatio
the criteria.

863 The CC sponsoring organisations have set up a body to coordinate and lear
the community experience and to ensure that future issues of the CC can b
from that experience.

864 Comments, observations, and requests for interpretations should be sent to 
the addresses listed inside the front cover of the CC. If you require feedback
specific evaluation matter, you should use the contact address which correspo
the evaluation authority concerned.

C.2 Format of observation report

865 In order to allow for the automated categorisation of the observations, a sta
observation format is needed.

866 The following provides a description of each structure of the required comm
format and an example of a comment in the required format.

867 If you are submitting one or more observations by electronic mail or other mac
readable format, you must use the ASCII text format to guarantee that 
submission can be process by an automated tool. You must also insert th
defined below, each starting in the first column, as this will greatly assist in
automated handling of your input.

868 Each observation report should consist of three parts. 

a) The first part consists of a tags $1: to $4:, which includes the information to
allow the unique identification of the originator. This first set of tags
required only once per single observation or batch of observations.

b) The second part consists of tags $5: to $9:, which includes the information
to allow the unique identification and categorisation of the observation
actual observation itself and suggested solution. The text of e
observation should extend to as many lines as are needed to fully ex
the observation. There can be one or more observations in an obser
report.
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The set of tags $5: to $9:, comprising this second part of the observati
report, should be repeated for each observation being submitted.

c) The third part consists of a single terminating tag $$:. This final tag is
required only once per single observation or batch of observations.

C.2.1 Tag definitions for observation report

869 Each tag must start at the first column of a new line.

$1: Originator name

870 The characters “$1:” without the quotation marks, followed on the same line by 
name of commenter (only required once per message).

$2: Originator organisation

871 The characters “$2:” without the quotation marks, followed on the same line by 
originator organisation/affiliation (only required once per message).

$3: Return address

872 The characters “$3:” without the quotation marks, followed on the same line by 
electronic mail or other address for response (only required once per messag

$4: Date

873 The characters “$4:” without the quotation marks, followed on the same line by 
submission date of observation (only required once per message). The date 
be formatted as: 

YYMMDD
where YY refers to the last two digits of the calendar year, MM refers to the
digit representation of the month, and DD refers to the two digit representati
the day. For example, 29 December 1997 should be formatted as:

971229
and 5 January 1998 should be formatted as:

980105

$5: Originator report reference identification

874 The characters “$5:” without the quotation marks, followed on the same line by 
reference for observation which is unique to originator. Please include your in
or similar unique discriminator, e.g. ABC1234.

$6: One line summary/title of observation

875 The characters “$6:” without the quotation marks, followed on the same line by 
short summary/title for problem (up to 60 characters).
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$7: CC document reference

876 The characters “$7:” without the quotation marks, followed on the same line by 
single reference to the affected area of the CC as detailed as appropriate. T
version for which the comment is being provided is required. Where possible
number, section, paragraph, class, family, component, or requirement refe
should be provided.

877 The template for CC document reference is as follows:

$7: Version / Part / Document Identifier / Keyword

878 The CC document reference template should be completed as follows (see 
for completed example):

a) The characters “$7:” without the quotation marks, to indicate the start of 
observation.

b) Identification of the Version. The CC Version can be found on the title p
of each CC Part. It can also be found in the footer of every internal p
within each Part. Some examples are: 

Version 1.0
Version 2.0
Version 2.0 Beta
Version 2.0 Draft

c) A “/” character, without the quotes, should be inserted between the Ve
and the Part identifiers.

d) Part:
Valid identifiers for the CC Part are:

P1 for Part 1
P1A for Part 1 Annex A
P1B for Part 1 Annex B
P1C for Part 1 Annex C
P1D for Part 1 Annex D
P1E for Part 1 Annex E
P2 for Part 2
P2A for Part 2 Annex A
P3 for Part 3
P3A for Part 3 Annex A
P3B for Part 3 Annex B
P3C for Part 3 Annex C

e) A “/” character, without the quotes, should be inserted between the Pa
the Specific Document identifiers.

f) The Specific Document Identifier to which the comment applies in the 
It should be as specific as is possible. The following list of options
19 December 1997 Version 2.0 Draft Page 185 of 188
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provided in order of decreasing detail, such that if an option applies to 
comment (when checking the options in order) then you should follow
directions within that option. If your comment applies to more than on
the options below, then you should consider following the directions
those additional options to determine other document identifiers 
separate the resulting list of document identifiers with a comma.

If the comment refers to something within a paragraph, then that parag
number should be provided (e.g. 232).

If the comment refers to an element then the complete element iden
should be provided (e.g. FIA_ATD.1.1).

If the comment refers to a component then the complete compo
identifier should be provided (e.g. ADV_FSP.1). Additionally, any relev
page numbers could also be provided (e.g. 123-123).

If the comment refers to a family then the complete family identifier sho
be provided (e.g. FAU). Additionally, any relevant page numbers could 
be provided (e.g. 123-123).

If the comment refers to a section then the complete section ident
preceded by the word “Section” should be provided (e.g. Section 3.
Additionally, any relevant page numbers could also be provided (e.g. 
123).

g) A “/” character, without the quotes, should be inserted between the Spe
Document identifier and the Keyword (if a keyword is provided).

h) An optional keyword can be provided if the author of the CCOR fee
would be helpful. 

$8: Statement of observation

879 The characters “$8:” without the quotation marks, followed on the same (or a ne
line by the comprehensive statement of observation or query. This field can
several lines. It must contain the actual text of the observation. It should inc
specific reference to examples of the observation, where appropriate.

$9: Suggested solution

880 The characters “$9” without the quotation marks, followed on the same (or a ne
line by the proposed solution or solution approach. This field can span several
It should include specific replacement text when possible.

$$: Terminating tag

881 The characters “$$:” without the quotation marks. This enables an automa
handling system to determine the end of the batch of observations (only req
once per batch of observations).
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C.2.2 Example observations: 

$1: A. N. Other
$2: PPs ‘R’ US
$3: another@ppsrus.com
$4: 980131
$5: ano.comment.1
$6: Presentation comment.
$7: P2 / FDP_ACF.1 / Italicise
$8: The operations in the component FDP_ACF.1 should 
be italicised.
$9: Italicise the operations.
$5: ano.comment.2
$6: Missing requirement for audit.
$7: P2 / FAU, pg. 336 / 
$8: The first sentence of this paragraph is incomplete.
$9: The first sentence should include “imminent” violations.
$$: This is the end tag, the contents are immaterial.
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	334 In FDP_IFF.7.1, the PP/ST author should specif...
	335 In FDP_IFF.7.1, the PP/ST author should specif...


	FDP_IFF.8 Information Flow Authorisation and Denia...
	336 This component provides requirements for the i...
	337 In FDP_IFF.8.1, the PP/ST author should specif...
	338 In FDP_IFF.8.1, the PP/ST author should specif...
	339 In FDP_IFF.8.2, the PP/ST author should specif...
	340 In FDP_IFF.8.2, the PP/ST author should specif...



	FDP_ITC Import from Outside TSF Control
	341 This family defines mechanisms for importing u...
	342 FDP_ITC is concerned with limitations on impor...
	343 This family, and the corresponding export fami...
	344 A variety of activities might be involved here...
	a) Importing user data from an unformatted medium ...
	b) Importing user data, including security attribu...
	c) Importing user data, including security attribu...

	345 This family is not concerned with whether the ...
	346 There are two possibilities for the import of ...
	347 If there are reliable security attributes avai...
	348 This family is concerned with importing user d...
	349 Some of the well know import requirements are:...
	a) importing of user data without any security att...
	b) importing of user data including security attri...

	350 These import requirements may be handled by th...
	FDP_ITC.1 Import of User Data Without Security Att...
	351 This component is used to specify the import o...
	352 In FDP_ITC.1.1, the PP/ST author should specif...
	353 In FDP_ITC.1.3, the PP/ST author should specif...


	FDP_ITC.2 Import of User Data with Security Attrib...
	354 This component is used to specify the import o...
	355 In FDP_ITC.2.1, the PP/ST author should specif...
	356 In FDP_ITC.2.5, the PP/ST author should specif...



	FDP_ITT Internal TOE Transfer
	357 This family provides requirements that address...
	358 The requirements in this family allow a PP/ST ...
	359 The determination of the degree of physical se...
	FDP_ITT.1 Basic Internal Transfer Protection
	360 In FDP_ITT.1.1, the PP/ST author should specif...
	361 In FDP_ITT.1.1 the PP/ST author should specify...

	FDP_ITT.2 Transmission Separation by Attribute
	362 One of the ways to achieve separation of chann...
	363 For example, this component could be used to p...
	364 In FDP_ITT.2.1, the PP/ST author should specif...
	365 In FDP_ITT.2.1 the PP/ST author should specify...
	366 In FDP_ITT.2.2, the PP/ST author should specif...


	FDP_ITT.3 Integrity Monitoring
	367 This component is used in combination with eit...
	368 The PP/ST author has to specify which types of...
	369 The PP/ST author must specify which actions th...
	370 In FDP_ITT.3.1, the PP/ST author should specif...
	371 In FDP_ITT.3.1, the PP/ST author should specif...
	372 In FDP_ITT.3.2, the PP/ST author should specif...


	FDP_ITT.4 Attribute-Based Integrity Monitoring
	373 This component is used in combination with FDP...
	374 For example, this component could be used to p...
	375 The PP/ST author has to specify which types of...
	376 The PP/ST author should specify which attribut...
	377 The PP/ST author must specify which actions th...
	378 In FDP_ITT.4.1, the PP/ST author should specif...
	379 In FDP_ITT.4.1, the PP/ST author should specif...
	380 In FDP_ITT.4.1, the PP/ST author should specif...
	381 In FDP_ITT.4.2, the PP/ST author should specif...



	FDP_RIP Residual Information Protection
	382 This family addresses the need to ensure that ...
	383 This family requires protection for informatio...
	384 FDP_RIP typically controls access to informati...
	385 It is important to note that FDP_RIP applies o...
	386 FDP_RIP and FDP_ROL can conflict when FDP_RIP ...
	387 There are no audit requirements in FDP_RIP bec...
	388 This family should apply to the objects specif...
	FDP_RIP.1 Subset Residual Information Protection
	389 This component requires that, for a subset of ...
	390 In FDP_RIP.1.1, the PP/ST author should specif...
	391 In FDP_RIP.1.1, the PP/ST author should specif...


	FDP_RIP.2 Full Residual Information Protection
	392 This component requires that for all objects i...
	393 In FDP_RIP.2.1, the PP/ST author should specif...



	FDP_ROL Rollback
	394 This family addresses the need to return to a ...
	395 This family is intended to assist a user in re...
	396 FDP_RIP and FDP_ROL conflict when FDP_RIP enfo...
	397 The rollback requirement is bounded by certain...
	FDP_ROL.1 Basic Rollback
	398 This component allows a user or subject to und...
	399 The undo is only possible within certain limit...
	400 In FDP_ROL.1.1, the PP/ST author should specif...
	401 In FDP_ROL.1.1 the PP/ST author should specify...
	402 In FDP_ROL.1.1 the PP/ST author should specify...
	403 In FDP_ROL.1.2 the PP/ST author should specify...


	FDP_ROL.2 Advanced Rollback
	404 This component enforces that the TSF provide t...
	405 In FDP_ROL.2.1, the PP/ST author should specif...
	406 In FDP_ROL.2.1 the PP/ST author should specify...
	407 In FDP_ROL.2.2 the PP/ST author should specify...



	FDP_SDI Stored Data Integrity
	408 This family provides requirements that address...
	409 Hardware glitches or errors may affect data st...
	410 To prevent a subject from modifying the data, ...
	411 This family differs from FDP_ITT��Internal TOE...
	FDP_SDI.1 Stored Data Integrity Monitoring
	412 This component monitors data stored on media f...
	413 In FDP_SDI.1.1 the PP/ST author should specify...
	414 In FDP_SDI.1.1 the PP/ST author should specify...


	FDP_SDI.2 Stored Data Integrity Monitoring and Act...
	415 This component monitors data stored on media f...
	416 In FDP_SDI.2.1 the PP/ST author should specify...
	417 In FDP_SDI.2.1 the PP/ST author should specify...
	418 In FDP_SDI.2.2 the PP/ST author should specify...



	FDP_UCT Inter-TSF User Data Confidentiality Transf...
	419 This family defines the requirements for ensur...
	420 This family provides a requirement for the pro...
	FDP_UCT.1 Basic Data Exchange Confidentiality
	421 The TSF has the ability to protect from disclo...
	422 In FDP_UCT.1.1, the PP/ST author should specif...
	423 In FDP_UCT.1.1, the PP/ST author should specif...



	FDP_UIT Inter-TSF User Data Integrity Transfer Pro...
	424 This family defines the requirements for provi...
	425 This family defines the requirements for provi...
	426 FDP_UIT and FDP_UCT are duals of each other, a...
	FDP_UIT.1 Basic Data Exchange Integrity
	427 The TSF has a basic ability to send or receive...
	428 In FDP_UIT.1.1, the PP/ST author should specif...
	429 In FDP_UIT.1.1, the PP/ST author should specif...
	430 In FDP_UIT.1.1 the PP/ST author should specify...
	431 In FDP_UIT.1.2 the PP/ST author should specify...


	FDP_UIT.2 Source Data Exchange Recovery
	432 This component provides the ability to recover...
	433 In FDP_UIT.2.1, the PP/ST author should specif...
	434 In FDP_UIT.2.1, the PP/ST author should specif...


	FDP_UIT.3 Destination Data Exchange Recovery
	435 This component provides the ability to recover...
	436 In FDP_UIT.3.1, the PP/ST author should specif...
	437 In FDP_UIT.3.1, the PP/ST author should specif...




	Class FIA
	Identification and Authentication
	438 A common security requirement is to control th...
	439 Families in this class address the requirement...
	440 The unambiguous identification of authorised u...
	441 The FIA_UID family addresses determining the i...
	442 The FIA_UAU family addresses verifying the ide...
	443 The FIA_AFL family addresses defining limits o...
	444 The FIA_ATD family address the definition of u...
	445 The FIA_USB family addresses the correct assoc...
	446 The FIA_SOS family addresses the generation an...
	Figure B.8 - Identification and Authentication cla...
	Figure B.9 - Identification and Authentication req...


	FIA_AFL Authentication Failures
	447 This family addresses requirements for definin...
	448 The meaning of the session establishment proce...
	FIA_AFL.1 Basic Authentication Failure Handling
	449 It is acceptable for the number of unsuccessfu...
	450 The PP/ST author could specify a list of actio...
	451 TOEs usually ensure that there is at least one...
	452 The actions for the TSF can be stated by the P...
	453 In FIA_AFL.1.1, the PP/ST author must specify ...
	454 In FIA_AFL.1.1, if the PP/ST author wanted to ...
	455 In FIA_AFL.1.1, the PP/ST author should specif...
	456 In FIA_AFL.1.2, the PP/ST author must specify ...



	FIA_ATD User Attribute Definition
	457 All authorised users may have a set of securit...
	458 There are dependencies on the individual secur...
	FIA_ATD.1 User Attribute Definition
	459 This component specifies the security attribut...
	460 In case security attributes belong to a group ...
	461 In FIA_ATD.1.1, the PP/ST author must specify ...



	FIA_SOS Specification of Secrets
	462 This family defines requirements for mechanism...
	463 A secret can be generated by separated means e...
	464 Another possibility is that the TOE is expecte...
	465 Secrets contain the authentication data provid...
	FIA_SOS.1 Verification of Secrets
	466 Secrets can be generated by the user. This com...
	467 In FIA_SOS.1.1, the PP/ST author must provide ...


	FIA_SOS.2 TSF Generation of Secrets
	468 This component allows the TSF to generate secr...
	469 When a pseudo-random number generator is used ...
	470 In FIA_SOS.2.1, the PP/ST author must provide ...
	471 In FIA_SOS.2.2, the PP/ST author must provide ...



	FIA_UAU User Authentication
	472 This family defines the types of user authenti...
	FIA_UAU.1 Timing of authentication
	473 This component requires that the PP/ST author ...
	474 This component cannot control whether the acti...
	475 In FIA_UAU.1.1, the PP/ST author must specify ...


	FIA_UAU.2 User authentication before any action
	476 This component requires that users are identif...
	477 This component includes only minimal form of i...

	FIA_UAU.3 Unforgeable Authentication
	478 This component addresses requirements for auth...
	479 This component may only be useful with authent...

	FIA_UAU.4 Single-use Authentication Mechanisms
	480 This component addresses requirements for auth...
	481 The PP/ST author can specify to which authenti...
	482 In FIA_UAU.4.1, the PP/ST author must specify ...


	FIA_UAU.5 Multiple Authentication Mechanisms
	483 The use of this component allows specification...
	484 The management functions in the class FMT may ...
	485 To allow anonymous users to be on the system a...
	486 In FIA_UAU.5.1, the PP/ST author must define t...
	487 In FIA_UAU.5.2, the PP/ST author must specify ...


	FIA_UAU.6 Re-authenticating
	488 This component addresses potential needs to re...
	489 In FIA_UAU.6.1, the PP/ST author shall specify...


	FIA_UAU.7 Protected authentication feedback
	490 This component addresses the feedback on the a...
	491 This component requires that the authenticatio...
	492 In FIA_UAU.7.1, the PP/ST author shall specify...



	FIA_UID User Identification
	493 This family defines the conditions under which...
	FIA_UID.1 Timing of Identification
	494 In this component users will be identified. A ...
	495 If FIA_UID.1 is used, the TSF-mediated actions...
	496 In FIA_UID.1.1, the PP/ST author must specify ...


	FIA_UID.2 User Identification before any action
	497 In this component users will be identified. A ...


	FIA_USB User-Subject Binding
	498 An authenticated user, in order to use the TOE...
	FIA_USB.1 User-Subject Binding
	499 The phrase “acting on behalf of” has proven to...

	Security Management
	500 This class specifies the management of the sev...
	Figure B.10 - Security Management class decomposit...

	501 In an environment where the TOE is made up of ...


	FMT_MOF Management of functions in TSF
	502 The TSF management functions enable authorised...
	a) Management functions that relate to access cont...
	b) Management functions that relate to controls ov...
	c) Management functions that relate to general ins...
	d) Management functions that relate to routine con...

	503 Note that these functions need to be present i...
	504 The TSF might contain functions that can be co...
	FMT_MOF.1 Management of security functions behavio...
	505 This component allows identified roles to mana...
	506 In FMT_MOF.1.1 the PP/ST author should select ...
	507 In FMT_MOF.1.1 the PP/ST author should specify...
	508 In FMT_MOF.1.1 the PP/ST author should specify...



	FMT_MSA Management of Security Attributes
	509 This family defines the requirements on the ma...
	510 Users, subjects and objects have security attr...
	511 FMT_MSA.2 can be used to ensure that all combi...
	512 In some instances subjects, objects or users a...
	FMT_MSA.1 Management of security attributes
	513 This component allows users with a certain rol...
	514 The default value of a parameter is the value ...
	515 In FMT_MSA.1.1 the PP/ST author should specify...
	516 In FMT_MSA.1.1 the PP/ST author should specify...
	517 In FMT_MSA.1.1, list the access control SFP or...
	518 In FMT_MSA.1.1 the PP/ST author should specify...


	FMT_MSA.2 Safe security attributes
	519 This component covers requirements on the valu...
	520 The definition of what ‘safe’ means is not ans...

	FMT_MSA.3 Static Attribute Initialisation
	521 This component requires that the TSF provide d...
	522 In FMT_MSA.3.1, list the access control SFP or...
	523 In FMT_MSA.3.1, the PP/ST author should select...
	524 In FMT_MSA.3.2 the PP/ST author should specify...



	FMT_MTD Management of TSF data
	525 This component imposes requirements on the man...
	FMT_MTD.1 Management of TSF data
	526 This component allows users with a certain rol...
	527 The default value of a parameter is the value ...
	528 In FMT_MTD.1.1 the PP/ST author should specify...
	529 In FMT_MTD.1.1 the PP/ST author should specify...
	530 In FMT_MTD.1.1 the PP/ST author should specify...


	FMT_MTD.2 Management of limits on TSF data
	531 This component specifies limits on TSF data an...
	532 In FMT_MTD.2.1 the PP/ST author should specify...
	533 In FMT_MTD.2.1 the PP/ST author should specify...
	534 In FMT_MTD.2.2 the PP/ST author should specify...


	FMT_MTD.3 Safe TSF data
	535 This component covers requirements on the valu...
	536 The definition of what ‘safe’ means is not ans...


	FMT_REV Revocation
	537 This family addresses revocation of security a...
	538 AGD_ADM Administrator Guidance must describe t...
	FMT_REV.1 Revocation
	539 This component specifies requirements on the r...
	a) Revocation will take place on the next login of...
	b) Revocation will take place on the next attempt ...
	c) Revocation will take place within a fixed time....
	d) Revocation will take place when new data of the...
	540 In FMT_REV.1.1, the PP/ST author should specif...
	541 In FMT_REV.1.1 the PP/ST author should specify...
	542 In FMT_REV.1.2, the PP/ST author should specif...



	FMT_SAE Security Attribute Expiration
	543 This family addresses the capability to enforc...
	FMT_SAE.1 Time-Limited Authorisation
	544 For FMT_SAE.1.1, the PP/ST author should provi...
	545 In FMT_SAE.1.1 the PP/ST author should specify...
	546 For FMT_SAE.1.2, the PP/ST author should provi...


	FMT_SMR Security Management Roles
	547 This family reduces the likelihood of damage r...
	548 This family requires that information be maint...
	549 Some management actions can be performed by us...
	550 Some type of roles might be mutually exclusive...
	FMT_SMR.1 Security roles
	551 This component specifies the different roles t...
	552 In FMT_SMR.1.1 the PP/ST author should specify...


	FMT_SMR.2 Restrictions on security roles
	553 This component specifies the different roles t...
	554 The conditions on those roles specify the inte...
	555 In FMT_SMR.2.1 the PP/ST author should specify...
	556 In FMT_SMR.2.3 the PP/ST author should specify...


	FMT_SMR.3 Assuming roles
	557 This component specifies that an explicit requ...
	558 In FMT_SMR.3.1 the PP/ST author should specify...


	Privacy
	559 This class is based on the current available k...
	560 This class describes the requirements that cou...
	561 In the components of this class there is flexi...
	Figure B.11 - Privacy class decomposition

	562 This class, together with other classes, such ...
	563 See also the application notes for class FAU, ...
	564 This class describes four families: Anonymity,...
	565 All families assume that a user does not expli...
	566 All families in this class have components tha...


	FPR_ANO Anonymity
	567 Anonymity ensures that a subject may use a res...
	568 The intention of this family is to specify tha...
	569 Therefore if a subject, using anonymity, perfo...
	570 Although the identity of the subject is not re...
	571 The interpretation of “determine” should be ta...
	572 The component levelling distinguishes between ...
	573 Although some systems will provide anonymity f...
	574 Possible applications include the ability to m...
	575 Examples of potential hostile users or subject...
	FPR_ANO.1 Anonymity
	576 This component ensures that the identity of a ...
	577 In FPR_ANO.1.1 the PP/ST author should specify...
	578 In FPR_ANO.1.1 the PP/ST author should specify...
	579 In FPR_ANO.1.1 the PP/ST author should identif...


	FPR_ANO.2 TSF Anonymity
	580 This component is used to prohibit the TSF fro...
	581 In FPR_ANO.2.1 the PP/ST author should specify...
	582 In FPR_ANO.2.1 the PP/ST author should specify...
	583 In FPR_ANO.2.1 the PP/ST author should identif...
	584 For FPR_ANO.2.2 the PP/ST author should identi...
	585 For FPR_ANO.2.2 the PP/ST author should identi...



	FPR_PSE Pseudonymity
	586 Pseudonymity ensures that an entity may use a ...
	587 In several respects pseudonymity resembles ano...
	588 The component FPR_PSE.1 does not specify the r...
	589 A way to use the reference is by being able to...
	590 Another usage of the reference is as an alias ...
	591 Using these constructs above, digital money ca...
	592 A different kind of system could be a digital ...
	593 It should be realised that especially the more...
	594 The intent is that the TSF may not reveal any ...
	595 Possible applications include the ability to c...
	596 Examples of potential hostile users are provid...
	FPR_PSE.1 Pseudonymity
	597 This component provides the user protection ag...
	598 This component is dependent on either FPR_PSE....
	599 In FPR_PSE.1.1 the PP/ST author should specify...
	600 In FPR_PSE.1.1 the PP/ST author should specify...
	601 In FPR_PSE.1.1 the PP/ST author should identif...
	602 In FPR_PSE.1.2 the PP/ST author should identif...
	603 In FPR_PSE.1.2 the PP/ST author should identif...
	604 In FPR_PSE.1.3 the PP/ST author should specify...
	605 In FPR_PSE.1.3 the PP/ST author should identif...


	FPR_PSE.2 Reversible Pseudonymity
	606 In this component the TSF shall ensure that un...
	607 In FPR_PSE.1 the TSF shall provide an alias in...
	608 In FPR_PSE.2.1 the PP/ST author should specify...
	609 In FPR_PSE.2.1 the PP/ST author should specify...
	610 In FPR_PSE.2.1 the PP/ST author should identif...
	611 In FPR_PSE.2.2 the PP/ST author should identif...
	612 In FPR_PSE.2.2 the PP/ST author should identif...
	613 In FPR_PSE.2.3 the PP/ST author should specify...
	614 In FPR_PSE.2.3 the PP/ST author should identif...
	615 In FPR_PSE.2.4 the PP/ST author should select ...
	616 In FPR_PSE.2.4 the PP/ST author should identif...
	617 In FPR_PSE.2.4 the PP/ST author should identif...


	FPR_PSE.3 Alias Pseudonymity
	618 In this component the TSF shall ensure that th...
	619 If a user wants to use disk resources without ...
	620 In FPR_PSE.3.1 the PP/ST author should specify...
	621 In FPR_PSE.3.1 the PP/ST author should specify...
	622 In FPR_PSE.3.1 the PP/ST author should identif...
	623 In FPR_PSE.3.2 the PP/ST author should identif...
	624 In FPR_PSE.3.2 the PP/ST author should identif...
	625 In FPR_PSE.3.3 the PP/ST author should specify...
	626 In FPR_PSE.3.3 the PP/ST author should identif...
	627 In FPR_PSE.3.4 the PP/ST author should identif...



	FPR_UNL Unlinkability
	628 Unlinkability ensures that an entity may make ...
	629 The requirements for unlinkability are intende...
	630 As a result, a requirement for unlinkability c...
	631 Unlinkability requires that different operatio...
	632 Possible applications include the ability to m...
	633 Examples for potential hostile subjects and us...
	FPR_UNL.1 Unlinkability
	634 This component ensures that users cannot link ...
	635 In FPR_UNL.1.1 the PP/ST author should specify...
	636 In FPR_UNL.1.1 the PP/ST author should specify...
	637 In FPR_UNL.1.1 the PP/ST author should identif...
	638 In FPR_UNL.1.1 the PP/ST author should select ...
	639 In FPR_UNL.1.1 the PP/ST author might need to ...



	FPR_UNO Unobservability
	640 Unobservability ensures that a user may use a ...
	641 Unobservability approaches the user identity f...
	642 Sometimes regular users are not allowed to see...
	643 Examples of potential hostile users or subject...
	FPR_UNO.1 Unobservability
	644 This component ensures that the use of a funct...
	645 In FPR_UNO.1.1 the PP/ST author should specify...
	646 In FPR_UNO.1.1 the PP/ST author should specify...
	647 For FPR_UNO.1.1 the PP/ST author should identi...
	648 For FPR_UNO.1.1 the PP/ST author should identi...


	FPR_UNO.2 Authorised Administrator Observability
	649 This component is used to specify that there w...
	650 In FPR_UNO.2.1 the PP/ST author should specify...
	651 In FPR_UNO.2.1 the PP/ST author should specify...
	652 For FPR_UNO.2.1 the PP/ST author should identi...
	653 For FPR_UNO.2.1 the PP/ST author should identi...




	Class FPT
	Protection of the TOE Security Functions
	654 This class contains families of functional req...
	Figure B.12 - Protection of the TOE Security Funct...
	Figure B.13 - Protection of the TOE Security Funct...

	655 From the point of view of this class, there ar...
	a) The TSF's abstract machine, which is the virtua...
	b) The TSF's software, which executes on the abstr...
	c) The TSF's data, which are the administrative da...

	656 All of the families in the FPT class can be re...
	a) Families that address protection of the TSF mec...
	1) FPT_PHP (TSF Physical Protection) provides the ...
	2) FPT_AMT (Underlying Abstract Machine Test) and ...
	3) FPT_SEP (Domain Separation) and FPT_RVM (Refere...
	4) FPT_RCV (Trusted Recovery), FPT_FLS (Fail Secur...
	5) FPT_ITA (Availability of exported TSF Data), FP...
	6) FPT_ITT (Internal TOE TSF Data Transfer) addres...
	7) FPT_RPL (Replay Detection and Correction), whic...
	8) FPT_SSP (State Synchrony Protocol), which addre...
	9) FPT_STM (Time Stamps), which addresses reliable...

	b) Families that address the TSF data. This famili...
	1) FPT_TDC (Inter-TSF TSF Data Consistency), which...



	FPT_AMT Underlying Abstract Machine Test
	657 This family defines the requirements for the T...
	658 The term “underlying abstract machine” typical...
	658 The tests of the abstract machine may take var...
	659 The tests of the underlying abstract machine s...
	FPT_AMT.1 Abstract Machine Testing
	660 This component provides support for the period...
	661 The PP/ST author might wish to refine the requ...
	662 It is acceptable for the functions for periodi...
	663 In FPT_AMT.1.1 the PP/ST author should specify...



	FPT_FLS Fail Secure
	664 The requirements of this family ensure that th...
	FPT_FLS.1 Failure with Preservation of Secure Stat...
	665 The term “secure state” refers to a state in w...
	666 Although it is desirable to audit situations i...
	667 TSF failures may include “hard” failures which...
	668 For FPT_FLS.1.1, the PP/ST author should list ...



	FPT_ITA Inter-TSF Availability of TSF Data
	669 This family defines the rules for the preventi...
	670 This family is used in a distributed system co...
	FPT_ITA.1 Inter-TSF Availability Within a Defined ...
	671 For FPT_ITA.1.1, the PP/ST author should speci...
	672 For FPT_ITA.1.1, the PP/ST should specify the ...
	673 For FPT_ITA.1.1, the PP/ST author should speci...


	FPT_ITC Inter-TSF Confidentiality of TSF Data
	674 This family defines the rules for the protecti...
	675 This family is used in a distributed system co...
	FPT_ITC.1 Inter-TSF Confidentiality During Transmi...
	676 With the technology available at the time of w...


	FPT_ITI Inter-TSF Integrity of TSF Data
	677 This family defines the rules for the protecti...
	678 This family is used in a distributed system co...
	FPT_ITI.1 Inter-TSF Detection of Modification
	679 This component should be used in situations wh...
	680 The desired strength of modification detection...
	681 With the technology available at the time of w...
	682 For FPT_ITI.1.1, the PP/ST should specify the ...
	683 For FPT_ITI.1.2, the PP/ST should specify the ...


	FPT_ITI.2 Inter-TSF Detection and Correction of Mo...
	684 This component should be used in situations wh...
	685 The desired strength of modification detection...
	686 The approach taken to correct modification mig...
	687 With the technology available at the time of w...
	688 For FPT_ITI.2.1, the PP/ST should specify the ...
	689 For FPT_ITT.2.2, the PP/ST should specify the ...
	690 For FPT_ITI.2.3, the PP/ST author should defin...



	FPT_ITT Internal TOE TSF Data Transfer
	691 This family provides requirements that address...
	692 The determination of the degree of physical se...
	693 One practical mechanism available to a TSF to ...
	FPT_ITT.1 Basic Internal TSF Data Transfer Protect...
	694 In FPT_ITT.1.1, the PP/ST author should specif...

	FPT_ITT.2 TSF Data Transfer Separation
	695 One of the ways to achieve separation of chann...
	696 In FPT_ITT.1.1, the PP/ST author should specif...


	FPT_ITT.3 TSF Data Integrity Monitoring
	697 In FPT_ITT.3.1, the PP/ST author should specif...
	698 In FPT_ITT.3.1, if the PP/ST author chooses th...
	699 In FPT_ITT.3.2, the PP/ST author should specif...


	FPT_PHP TSF Physical Protection
	700 TSF physical protection components refer to re...
	701 The requirements in this family ensure that th...
	702 Examples of physical tampering attack scenario...
	703 It is acceptable for the functions that are av...
	704 Although there is only limited audit, this is ...
	FPT_PHP.1 Passive Detection of Physical Attack
	705 FPT_PHP.1 should be used when threats from una...

	FPT_PHP.2 Notification of Physical Attack
	706 FPT_PHP.2 should be used when threats from una...
	707 For FPT_PHP.2.3, the PP/ST author should provi...
	708 For FPT_PHP.2.3, the PP/ST author should ident...


	FPT_PHP.3 Resistance to Physical Attack
	709 For some forms of attack, it is necessary that...
	710 This component should be used when TSF devices...
	711 The determination of acceptable work factors i...
	712 For FPT_PHP.3.1, the PP/ST author should speci...
	713 For FPT_PHP.3.2, the PP/ST author should speci...



	FPT_RCV Trusted Recovery
	714 The requirements of this family ensure that th...
	715 Recovery components reconstruct the TSF secure...
	a) Unmaskable action failures that always result i...
	b) Media failures causing part or all of the media...
	c) Discontinuity of operation caused by erroneous ...

	716 Note that recovery may be from either a comple...
	717 This family identifies a maintenance mode. In ...
	718 Mechanisms designed to detect exceptional cond...
	719 Throughout this family, the phrase “secure sta...
	FPT_RCV.1 Manual Recovery
	720 In the hierarchy of the trusted recovery famil...
	721 This component is intended for use in TOEs tha...
	722 It is acceptable for the functions that are av...

	FPT_RCV.2 Automated Recovery
	723 Automated recovery is considered to be more us...
	724 The component FPT_RCV.2 extends the feature co...
	725 It is acceptable for the functions that are av...
	726 For FPT_RCV.2.1, it is the responsibility of t...
	727 It is assumed that the robustness of the autom...
	728 For FPT_RCV.2.3, the PP/ST author should speci...


	FPT_RCV.3 Automated Recovery without Undue Loss
	729 Automated recovery is considered to be more us...
	730 The component FPT_RCV.3 extends the feature co...
	731 This component addresses the threat of protect...
	732 It is acceptable for the functions that are av...
	733 It is assumed that the evaluators will verify ...
	734 For FPT_RCV.3.3, the PP/ST author should speci...
	735 For FPT_RCV.3.4, the PP/ST author should provi...


	FPT_RCV.4 Function Recovery
	735 For selected SFs in the TSF, it is necessary t...
	736 In FPT_RCV.4.1, the PP/ST author should list t...



	FPT_RPL Replay Detection and Prevention
	737 This family addresses detection of replay for ...
	FPT_RPL.1 Replay Detection and Prevention
	738 The entities included here are, for example, m...
	739 In FPT_RPL.1.1, the PP/ST author should provid...
	740 In FPT_RPL.1.2, the PP/ST author should specif...



	FPT_RVM Reference Mediation
	741 The components of this family address the “alw...
	742 The Reference Monitor is that portion of the T...
	a) Untrusted subjects cannot interfere with its op...
	b) Untrusted subjects cannot bypass its checks; i....
	c) It is simple enough to be analysed and its beha...

	743 This component states that, “the TSF shall ens...
	744 A TSF that implements a SFP provides effective...
	FPT_RVM.1 Non-Bypassability of the TSP
	745 In order to obtain the equivalent of a referen...


	FPT_SEP Domain Separation
	746 The components of this family ensure that at l...
	747 This family requires the following:
	a) The resources of the TSF’s security domain (“pr...
	b) The transfers between domains are controlled su...
	c) The user or application parameters passed to th...
	d) The security domains of subjects are distinct e...

	748 This family is needed whenever confidence is r...
	749 In order to obtain the equivalent of a referen...
	FPT_SEP.1 TSF Domain Separation
	750 Without a separate protected domain for the TS...

	FPT_SEP.2 SFP Domain Separation
	751 The most important function provided by a TSF ...
	752 It is possible that a reference monitor in a l...
	753 Note that it is acceptable for the reference m...
	754 For FPT_SEP.2.1, the phrase “unisolated portio...
	755 For FPT_SEP.2.3, the PP/ST author should speci...


	FPT_SEP.3 Complete Reference Monitor
	756 The most important function provided by a TSF ...
	757 It is possible that a reference monitor in a l...
	758 Note that it is acceptable for the reference m...


	FPT_SSP State Synchrony Protocol
	758 Distributed systems may give rise to greater c...
	758 FPT_SSP establishes the requirement for certai...
	759 Some states may never be synchronised, or the ...
	FPT_SSP.1 Simple Trusted Acknowledgement
	760 In this component, the TSF must supply an ackn...

	FPT_SSP.2 Mutual Trusted Acknowledgement
	761 In this component, in addition to being able t...
	762 For example, the local TSF transmits some data...


	FPT_STM Time Stamps
	762 This family addresses requirements for a trust...
	763 It is the responsibility of the PP/ST author t...
	FPT_STM.1 Reliable Time Stamps

	FPT_TDC Inter-TSF TSF Data Consistency
	763 In a distributed or composite system environme...
	764 The components in this family are intended to ...
	765 This family is different from FDP_ETC and FDP_...
	766 If the integrity of the TSF data is of concern...
	FPT_TDC.1 Inter-TSF Basic TSF Data Consistency
	767 The TSF is responsible for maintaining the con...
	767 In FPT_TDC.1.1, the PP/ST author should define...
	767 In FPT_TDC.1.2, the PP/ST should assign the li...



	FPT_TRC Internal TOE TSF Data Replication Consiste...
	768 The requirements of this family are needed to ...
	769 The method of ensuring consistency is not spec...
	770 It may be impossible to synchronise some state...
	FPT_TRC.1 Internal TOE Data Consistency
	771 In FPT_TRC.1.2, the PP/ST author should specif...


	FPT_TST TSF Self Test
	772 The family defines the requirements for the se...
	773 The requirements of this family are also neede...
	774 The term “correct operation of the TSF” refers...
	FPT_TST.1 TSF Testing
	775 This component provides support for the testin...
	776 The checks on the correctness of the TSF execu...
	777 It is acceptable for the functions that are av...
	778 In FPT_TST.1 the PP/ST author should specify w...
	779 In FPT_TST.1.1 the PP/ST author should, if sel...


	Resource Utilisation
	781 This class provides three families which suppo...
	Figure B.14 - Resource Utilisation class decomposi...



	FRU_FLT Fault Tolerance
	782 This family provides requirements for the avai...
	783 Since the TOE can only continue its correct op...
	784 The mechanisms to provide fault tolerance coul...
	785 For this family, it does not matter whether th...
	FRU_FLT.1 Degraded Fault Tolerance
	786 This component is intended to specify which ca...
	787 In FRU_FLT.1.1 the PP/ST author should specify...
	788 In FRU_FLT.1.1 the PP/ST author should specify...


	FRU_FLT.2 Limited Fault Tolerance
	789 This component is intended to specify against ...
	790 In FRU_FLT.2.1 the PP/ST author should specify...



	FRU_PRS Priority of Service
	791 The requirements of this family allow the TSF ...
	792 This family could be applicable to several typ...
	793 The Priority of Service mechanism might be pas...
	794 The audit requirement states that all reasons ...
	FRU_PRS.1 Limited Priority of Service
	795 This component defines priorities for a subjec...
	796 For FRU_PRS.1.2, the PP/ST author should speci...


	FRU_PRS.2 Full Priority of Service
	797 This component defines priorities for a subjec...


	FRU_RSA Resource Allocation
	798 The requirements of this family allow the TSF ...
	799 Resource allocation rules allow the creation o...
	- Provide for object quotas that constrain the num...
	- Control the allocation/deallocation of preassign...

	800 In general, these functions will be implemente...
	801 The objective of these components is to ensure...
	802 This family imposes requirements on resource a...
	FRU_RSA.1 Maximum Quotas
	803 This component provides requirements for quota...
	804 In FRU_RSA.1.1, the PP/ST author should specif...
	805 In FRU_RSA.1.1, the PP/ST author should select...
	806 In FRU_RSA.1.1, the PP/ST author should select...


	FRU_RSA.2 Minimum and Maximum Quotas
	807 This component provides requirements for quota...
	808 In FRU_RSA.2.1, the PP/ST author should specif...
	809 In FRU_RSA.2.1, the PP/ST author should select...
	810 In FRU_RSA.2.1, the PP/ST author should select...
	811 In FRU_RSA.2.2, the PP/ST author should specif...
	812 In FRU_RSA.2.2, the PP/ST author should select...
	813 In FRU_RSA.2.2, the PP/ST author should select...


	TOE Access
	815 The establishment of a user’s session typicall...
	816 A user session is defined as the period starti...
	817 Figure B.15 shows the decomposition of this cl...
	Figure B.15 - TOE Access class decomposition



	FTA_LSA Limitation on Scope of Selectable Attribut...
	818 This family defines requirements that will lim...
	819 This family provides the capability for a PP/S...
	a) The method of access can be used to specify in ...
	b) The location of access can be used to constrain...
	c) The time of access can be used to constrain the...

	FTA_LSA.1 Limitation on Scope of Selectable Attrib...
	820 In FTA_LSA.1.1 the PP/ST author should specify...
	821 In FTA_LSA.1.1 the PP/ST author should specify...


	FTA_MCS Limitation on Multiple Concurrent Sessions...
	822 This family defines how many sessions a user c...
	FTA_MCS.1 Basic Limitation on Multiple Concurrent ...
	823 This component allows the system to limit the ...

	FTA_MCS.2 Per User Attribute Limitation on Multipl...
	824 This component provides additional capabilitie...
	825 For FTA_MCS.2.1 the PP/ST author should specif...
	826 For FTA_MCS.2.1 the PP/ST author should specif...



	FTA_SSL Session Locking
	827 This family defines requirements for the TSF t...
	828 When a user is directly interacting with subje...
	829 A user is considered inactive, if he/she has n...
	830 A PP/ST author should consider whether FTP_TRP...
	FTA_SSL.1 TSF-initiated Session Locking
	831 FTA_SSL.1��TSF-initiated Session Locking, prov...
	832 This component allows the PP/ST author to spec...
	833 In FTA_SSL.1.1 the PP/ST author should specify...
	834 In FTA_SSL.1.2 the PP/ST author should specify...


	FTA_SSL.2 User-initiated Locking
	835 FTA_SSL.2��User-initiated Locking, provides th...
	836 In FTA_SSL.2.2 the PP/ST author should specify...


	FTA_SSL.3 TSF-initiated Termination
	837 FTA_SSL.3��TSF-initiated Termination, requires...
	838 The PP/ST author should be aware that a sessio...
	839 In FTA_SSL.3.1 the PP/ST author should specify...



	FTA_TAB TOE Access Banners
	840 Prior to identification and authentication, TO...
	FTA_TAB.1 Default TOE Access Banners
	This component requires that there is an advisory ...
	A PP/ST author could refine the requirement to inc...


	FTA_TAH TOE Access History
	841 This family defines requirements for the TSF t...
	FTA_TAH.1 TOE Access History
	842 This family can provide authorised users with ...
	843 In FTA_TAH.1.1, the PP/ST author should select...
	844 In FTA_TAH.1.2, the PP/ST author should select...



	FTA_TSE TOE Session Establishment
	845 This family provides the ability to place cons...
	846 This family defines requirements to deny an au...
	847 This family provides the capability for the PP...
	a) The location of access can be used to constrain...
	b) The user’s security attributes can be used to p...
	- a user's identity;
	- a user's clearance level;
	- a user's integrity level; and
	- a user's membership in a role.

	This capability is particularly relevant in situat...
	c) The time of access can be used to constrain the...

	FTA_TSE.1 TOE Session Establishment
	848 In FTA_TSE.1.1 the PP/ST author should specify...

	Trusted Path/Channels
	849 Users often need to perform functions through ...
	849 Figure B.16 illustrates the relationships betw...
	Figure B.16 - Trusted Paths and Trusted Channels

	850 Absence of a trusted path may allow breaches o...
	851 Figure B.17 shows the decomposition of this cl...
	Figure B.17 - Trusted Path / Channels class decomp...



	FTP_ITC Inter-TSF Trusted Channel
	852 This family defines the rules for the creation...
	FTP_ITC.1 Inter-TSF Trusted Channel
	853 This component should be used when a trusted c...
	854 In FTP_ITC.1.2, the PP/ST author must specify ...
	855 In FTP_ITC.1.3, the PP/ST author should specif...



	FTP_TRP Trusted Path
	856 This component defines the requirements to est...
	FTP_TRP.1 Trusted Path
	857 This component should be used when trusted com...
	858 In FTP_TRP.1.1, the PP/ST author should specif...
	859 In FTP_TRP.1.2, the PP/ST author should specif...
	860 In FTP_TRP.1.3, the PP/ST author should specif...
	861 In FTP_TRP.1.3, the PP/ST author should identi...




	Annex C
	CC observation report (CCOR)
	C.1 Introduction
	862 The CC sponsoring organisations welcome feedba...
	863 The CC sponsoring organisations have set up a ...
	864 Comments, observations, and requests for inter...

	C.2 Format of observation report
	865 In order to allow for the automated categorisa...
	866 The following provides a description of each s...
	867 If you are submitting one or more observations...
	868 Each observation report should consist of thre...
	a) The first part consists of a tags $1: to $4:, w...
	b) The second part consists of tags $5: to $9:, wh...
	The set of tags $5: to $9:, comprising this second...
	c) The third part consists of a single terminating...

	C.2.1 Tag definitions for observation report
	869 Each tag must start at the first column of a n...

	$1: Originator name
	870 The characters “$1:” without the quotation mar...

	$2: Originator organisation
	871 The characters “$2:” without the quotation mar...

	$3: Return address
	872 The characters “$3:” without the quotation mar...

	$4: Date
	873 The characters “$4:” without the quotation mar...

	$5: Originator report reference identification
	874 The characters “$5:” without the quotation mar...

	$6: One line summary/title of observation
	875 The characters “$6:” without the quotation mar...

	$7: CC document reference
	876 The characters “$7:” without the quotation mar...
	877 The template for CC document reference is as f...
	$7: Version / Part / Document Identifier / Keyword...
	878 The CC document reference template should be c...
	a) The characters “$7:” without the quotation mark...
	b) Identification of the Version. The CC Version c...
	c) A “/” character, without the quotes, should be ...
	d) Part: Valid identifiers for the CC Part are: P1...
	e) A “/” character, without the quotes, should be ...
	f) The Specific Document Identifier to which the c...
	If the comment refers to something within a paragr...
	If the comment refers to an element then the compl...
	If the comment refers to a component then the comp...
	If the comment refers to a family then the complet...
	If the comment refers to a section then the comple...
	g) A “/” character, without the quotes, should be ...
	h) An optional keyword can be provided if the auth...


	$8: Statement of observation
	879 The characters “$8:” without the quotation mar...

	$9: Suggested solution
	880 The characters “$9” without the quotation mark...

	$$: Terminating tag
	881 The characters “$$:” without the quotation mar...

	C.2.2 Example observations:
	$1: A. N. Other $2: PPs ‘R’ US $3: another@ppsrus....





