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There is more to getting good performance from a system than just “tuning”. This session describes performance management: when and why it should be done, starting and maintaining a program, it’s goals, what questions can be answered, what planning can be done, what the limitations are, and some of the most common causes of failure. This process provides the necessary framework for system tuning. This part of the session is independent of any operating system or product.

This session also gives an overview of the tools and utilities that are supplied with OpenVMS which are useful for performance managemen. You will be introduced to how they are used, what information is obtained from them, and what can be done with that information. Although these tools are VMS specific, similar tools exist for some other operating systems. The application of some of these tools to Performance Management is not always obvious, which is why there are described here.

This session also gives pointers to other resources and related sessions which cover some of the utilities in greater detail.

This session will not tell you how to tune a system. The purpose of this session is to tell you what preparations should be made before you start investigating system performance. Tuning, which is only one part of an over-all Performance Management plan, is covered in other sessions.

I have been asked, “Isn’t this whole session just ‘common sense’?” Perhaps, but most of what I will relate is based on my experience and what I’ve seen happen in the past, plus the experiences of the other members of the OpenVMS Performance Management Group. Many of the recommendations are based on what went wrong when these precautions and procedures were not followed. If nothing else, this session will make your life easier by serving as a reminder of how the subject of Perform​ance Management should be approached.

There is some overlap between Performance Management and Capacity Management, because Performance Management may indicate to you that you need to increase your resources; but this session will concentrate on Performance Management. Capacity Management can be independent of performance: for example, you may know that you create 1000 new customer invoices per month, and if you know how large the records are, you can predict how much disk storage you will have to install in advance to hold your next year’s records. This is separate from measuring how much time it takes to access one of those records, and what you may have to do to improve that time, even though you may decide to increase disk storage for perform​ance reasons as well as for capacity reasons.

Performance management and tuning are not arcane and mysterious processes. Most of it is just careful methodical work, following some sensible principles. It is an area where planning is important. There may be areas of endeavor where you can just ‘jump in’ and start working without much planning: but in performance management planning is usually vital. Even when it isn’t absolutely essential, doing some planning work at the beginning will save you a lot of work (and headaches) later.

Start Now

Even if your system appears to be working well, you should start planning for performance management. Don’t wait until people complain that performance is bad to start looking at your system. The most important thing you need to know when the system goes bad is what it looked like when it was working. (This isn’t confined to Performance Management, it applies to nearly all kinds of trouble-shooting.) A good Performance Management plan should be in effect at all times, though there may be periods when not much action is required.

Actually, the best time to start a Performance Management program is before you buy a system. If you are in the process of designing or choosing a system, you should make Performance Management part of the acquisition process. What sorts of manuals will be available with your new system? Are any of them dedicated to Perform​ance Management and / or tuning? Read some of them: are they understand​able, and well laid out? Do they describe the most commonly encountered problems, and their solutions? What sorts of Performance Management tools, if any, are supplied with the system, or are available from other sources? Keep in mind the require​ments for Performance Management that will be covered in this session (and other DECUS sessions): they should be part of your requirements when choosing a system.

The Manuals.

There is a lot of good information about OpenVMS in the documentation set. Even if you’ve used OpenVMS for some time, you should review the manuals. Over time, many improvements and changes have been made, and this is where to find out about them, or to have your memory on certain subjects refreshed. If you are new to the subject, this is a good place to learn.

Don’t expect to remember every word or understand every detail the first time through the manuals. Do try to get a grasp of the basics, and become familiar with which manuals cover which areas, so you will know where to go to for answers.

Don’t forget to check the manuals for your applications as well, even within OpenVMS. For example, if you use the SORT / MERGE utility you will want to read up on it and find out about redirecting the temporary work files and other optimization options. Layered products and third-party applications should also include documentation on their setup and use.

Some of the manuals of particular interest are:

A Comparison of System Management on OpenVMS AXP and OpenVMS VAX (chapter on Performance Optimization Tasks).

OpenVMS System Management Utilities Reference Manual (two parts).

OpenVMS System Manager’s Manual:  Tuning, Monitoring, and Complex Systems.

OpenVMS Performance Management (supersedes the Guide to OpenVMS Performance Management and Guide to OpenVMS AXP Performance Management manuals).

DECnet for OpenVMS Network Management Utilities (explains the various network counters and test programs).

DECamds User’s Guide.

Disk File Optimizer for OpenVMS Guide to Operations.

DECevent Translation and Reporting Utility for OpenVMS User and Reference Guide.

DECevent Analysis and Notification Utility for OpenVMS User and Reference Guide.

The following manuals say “DECnet/OSI” for earlier releases, and “DECnet-Plus” for the current release.

DECnet/OSI for OpenVMS Network Control Language Reference.

DECnet/OSI for OpenVMS Network Management.

DECnet/OSI for OpenVMS Problem Solving.

DECnet/OSI for OpenVMS Installation and Basic Configuration.
Read the Manuals

Read the Installation Guide

Read the Release Notes

This isn’t very glamorous or exciting, but it really is necessary. Even if you’ve used a particular system for some time, you should go back occasionally and refresh your knowledge. Remember, good operating systems and applications get updated with new features and fixes, and sometimes they change significantly (remember what was said earlier about device and controller support changes). What you remember may no longer be current.

If you are new to Performance Management, the manuals are the best way to get started and learn the basics. Don’t be discouraged if you don’t understand everything the first time you read through a particular manual. It takes some time and study to understand computer systems. It is worth the effort to learn what’s in the manuals, even if it goes slowly at first.

As a sub-set of the manuals, installation guides will often tell you what certain system parameters and quotas need to be to run a particular product. Sometimes these are guidelines rather than fixed requirements (products often have to install and run on a very wide range of machines), and it may be possible to install a product with less than optimum system settings. It never hurts to check to see if the settings are correct, or if the product requirements have changed with a new release.

It’s also important to read the release notes. Even if you’ve used the operating system for a while, things change. There is useful information here, take advantage of it.

When you are trying to solve performance problems, just knowing that the answer exists is a big help, and knowing where to start looking is a bigger help. Most problems have been seen before, and many of the answers you need are in the manuals. You don’t have to memorize the manuals, but being familiar with them, and knowing how they are laid out and how to start looking in them for answers, is a good start to solving your problems.

Manuals: advice changes over time.

The computer industry has changed very rapidly in the past, and continues to change: you need to check that what you are reading isn’t obsolete. This is particularly important for VMS, which has been in use a relatively long time. Computers have increased in ‘power’ by several orders of magnitude, as has the amount of disk storage and memory available, while the cost to buy and maintain this hardware has dropped. Guidelines and ‘rules of thumb’ that were correct even 5 years ago may no longer be applicable.

Manuals: application versus system changes.

Many manuals are written primarily from the ‘system’ point of view: that is, most of the problem solutions involve changes to the system. In many cases, it is better to address the problem by improving or changing the application. If you are running out of some resource on your system, you should look to see if the application could be written or configured to place less of a demand for that resource: is the application reading data from disk that it has already read and might still have in memory, or does it allocate large amounts of memory and not release them when they are no longer needed. You may also be able to reduce the demand for resources by changing the way the system is used. For example, can some jobs be done during off-hours instead of during peak periods, or can some applications be run at a lower priority so more time-critical applications get a bigger slice of the available resources, or can some applications be moved to other systems where they won’t compete for the same resources at the same time.

Although the OpenVMS Performance Management manual gives a lot of good guidance in tracking down system problems, and it does often point out places where a redesign of the application or changing the way the system is used may be the most effective way to address a performance problem, it may not do this as often as it might. Some other manuals may not clearly state that solving the problem at the application level is more effective than tuning the system.

Establish a Base Line

This is an continuation of “start now”. In order to know when something is wrong, and what is wrong; or if a change has improved performance, you first need to know that the system looks like when it is operating correctly. As will be shown later, what is ‘normal’ can be different for every system. No matter what your performance is, you should start taking measurements now.

Standardize Tests

If you want to know if a change in the system has made an improvement, you often will have to run a test of your own. It is important to make the test the same each time for the results to be valid. For example, if the test is sorting a file, you should reserve a specific file or files to be used as the input to the test, and always sort that particular test set. You may also have to insure that the output file created always goes to the same disk, and even that the space available on the output disk is the same (i.e., it doesn’t become more fragmented between tests, so that writing the output file doesn’t change the results of the sort test).

Keep Records

You cannot do Performance Management from memory. Even if you have the best memory in the world, and can remember what every one of hundreds of different SYSGEN parameters were set to six months ago on several different systems, other people will need to know what you are doing: users, management, fellow performance management personnel, and probably people who will some day take over from you. You will need written records for all of this. Your written records will ultimately become your best Performance Management tool. Knowing what was done, when it was done, why it was done, and what happened as a result, are the items you need to know to decide what to do next. If you don’t know how to keep good written records, learn: it is well worth the effort.

Unfortunately, most of the tools that are available for measuring system performance are not designed to keep historical records, or compare present performance with past performance.  So in order to do the kinds of comparisons you will need to evaluate the effect of some change, you will need to keep the records yourself.

It’s also better to have too much data rather than not enough.  If you have a tool that records more than one aspect of system performance (such as CPU usage, and Disk I/O, and Memory Usage) it’s generally best to measure and store all of the available data, and not just the one measurement you think you’re interested in now. It is likely that some time in the future you will find that you need to analyze some other aspect of system performance, or that the limiting factors turn out to be different than what was anticipated, and that old data will suddenly become very useful.

The term ‘written records’ when used here also includes electronic documents stored on a computer system. Just make sure they are in a widely used format, and are in a location where they are accessible, will be backed up, and where people will know where they are and can access them if they ever need to do so.  Don’t store them in a word processor format that nobody else in the company uses: if you must use that word processor, check to see if it can save the documents in some more widely read format. In general, you also should not store them on the system under investigation, in case it ‘crashes’.

Communicate

Working with ‘the numbers’ and adjusting system parameters is only a portion of Performance Management. A large part of the process is working with other people: the people who use the system, who own the system, who pay for the system, who pay for your time, who will be working with or for you, and for whom you work. You will need to obtain information from them, and impart information to them; and if you are good at this you will have less trouble getting the information you need, and it is more likely the people who evaluate the results will be satisfied with your work. Like keeping good records, if you don’t know how to do this, learn. It is an essential tool in the process.

One of the problems you need to learn to handle with is that not everybody has a technical background: so an important part of performance management is describing or interpreting tasks and problems for a non-technical audience. This is a particular problem when dealing with computers, for two reasons. First; in this industry we tend to use a lot of acronyms and abbreviations and slang terms, and not everyone understands what they mean. Worse, they can mean different things to different people, or at different times: ‘ATM’ can mean Asynchronous Transfer Mode, or Automatic Teller Machine, or Adobe Type Manager. Use of these terms becomes so automatic that it is difficult to remember to remove them when talking to other people, but it needs to be done. There was a time that, in order to use a computer, you had to be computer literate. Now, computers have become tools which can be used in many ways without knowing very much about how they work. (Most people who use a telephone don’t know how a telecommunications network really works or how the microphone changes sound into electrical signals; most people who use a VCR don’t know how helical scan magnetic recording works; and it isn’t necessary to know. You can know how to use a complex tool without knowing the details of how it operates internally.) The other major problem is that so many people use home or desktop computers that they may think they know a lot about how they work and how they are managed: and, unfortunately, this often isn’t true. But it is also important when presenting to management not to disillusion them too abruptly. Nobody will object if you spell out acronyms (at least the first time), include definitions for unusual or complicated terms, or, in general, have extra explanatory text in your presentations.

You must also sometimes include completely non-technical descriptions for technical subjects, and perform the analysis and interpretation yourself. Some of the people you will present to will not be technically oriented, so you will have to present the ‘bottom line’ yourself. But keep the technical data that supports your decision on hand as well, as it will probably be needed.

Set Realistic Goals

There are limits to what you can get out of any system. A given CPU will only execute a certain maximum number of instructions per second, a given disk will only transfer a certain maximum number of bytes per second. Performance Management won’t get you more than those numbers. The purpose of Performance Management is to extract as much useful work as possible from a given system.

Sometimes, to achieve the performance you want you must use less than the maximum possible amount of some resource. For example, you may find that when an order entry system reaches your acceptable maximum response time, the disks are at 75% of their theoretical maximum transfer rate. It isn’t always possible to use 100% of every system resource and still get the end results you want.

You also have to decide under what conditions you are going to set your performance goals. Many systems have some average work load that is seen for a relatively large part of the working day, but may also have occasional peak loads. You must decide (along with the users) if you want to try to optimize performance for the average load and accept some degradation during peak or occasional loads: or, if you want to try to accommodate the peaks, knowing that that will probably require more resources. When you decide, you will have to make your measurements and tests under conditions that match the load being optimized.

You should also realize that there is no “Silver Bullet”: that is, don’t expect “magic” answers, or for some manual to say “change SYSGEN parameter XYZZY from 1 to 2 and all of your performance problems will disappear”. However, this does not mean that all tuning is difficult. Many common problems are easy to diagnose and correct once you understand the basic principles, and there are frequently encountered situations which can be corrected by following specific procedures. The most common problems have already been seen before by others, and the problems and solutions have been documented: you will be able to solve many problems by reading the manuals and documentation and following the solutions already developed.  Sometimes you will receive a significant, even spectacular, performance improvement from a simple procedure. Also, in some cases, it is possible to purchase tuning or management layered products which will do a lot of the work for you. But in most cases, don’t expect one simple change to solve all of your problems forever.

While performance management and tuning may appear daunting, it can be learned.

Some Inevitable Results

In addition, when you work on a system, the easiest solutions are usually found first; so the more you work on it the more difficult it will be to obtain further improvements. This is just how things happen sometimes. Another effect of tuning is that when you find and fix one ‘bottleneck’ (one resource is being fully utilized), it is likely to be replaced by another.  Performance Management of a particular system may reach it’s practical limit when you begin to hit several bottlenecks simultaneously (you’re exhausting several resources). When this happens, you have probably reached the maximum available performance for a given system. This is sometimes called the law of diminishing returns: after a given point, it costs more (in your time and effort) to get an additional improvement than that improvement is worth. At this point, you often will encounter the “buy more hardware” alternative solution: it’s become a catch phrase, but often it really is the most cost-effective answer, especially as hardware prices continue to decrease.

Something else you may want to watch out for personally is the ‘invisible management’ problem. People generally don’t notice when a system works well: they only notice when something goes wrong. (Have you ever congratulated a building manager because the doors or elevators worked correctly?) If you do a good job of performance management, you will avoid many problems and the systems will work well: as a result, people may not realize the amount you have to do to make the systems work well. This is yet another reason for keeping records, and communicating with others, especially management: it’s important that they know how much work is required to keep thing running properly.

Things Change

Be aware that use of a system could change. Sometimes the way a system is being used changes, and this could change your goals and plans.

Sometimes a successful performance management plan can even seem to be self-defeating: as you improve performance, more people use the system to do more work; so the system slows down again.

Something else that can happen is a gradual degradation. The amount of change seen day-to-day is very small, so it’s difficult to notice: but eventually, the system degrades to a point where performance is unacceptable. This can be caused by a slowly growing work load, or by other conditions which change gradually so that the load on the system is no longer what it was when you started your performance management program. If you keep historical records and go back through them occasionally, you will be able to spot such trends. This will allow you to predict what could happen in the future, and give you advanced warning of problems before they become really serious. It can also allow you to plan for system enhancements that will be needed in the future (this is one area where Performance Management overlaps with Capacity Management).

This emphasizes the need for all of the work given before: you need records and a base line to show that the system has changed, you need to communicate with the users to know when things change and why, and you may need to communicate with the people evaluating your results so that they know if the goals change.

You may also need some sort of tool to compare all of the performance measurements taken over time in order to spot trends, such as a gradual degradation. As was stated previously, most of the actual performance measurement tools are not designed to keep and analyze such historical data.  Therefore, you may need some other tool such as a spread-sheet or database manager to record and analyze data.

Always Refer Back to Real Goals

Numbers are Not the Answer

When working on improving performance, it is very easy to get caught up in ‘the numbers’, such as how many disk I/Os occur each second, or how much memory is being used. These are not your goals. Your goals should be related to what the system (or application) is actually used for. Real goals are things like getting the payroll checks printed on time, or answering customer queries about their orders within a given response time, or getting your E-mail delivered in less than a given number of hours, or whatever work the system was purchased to perform. (Ask yourself, or the people that own the system, “why did we buy this system? What was it we wanted it to do?”) Once you have your goals, the work you do to maximize disk I/O or minimize page faults or do other tuning become the means by which you achieve your goals. This may well be the easiest trap to fall into when doing Performance Management (and other technical fields as well).

Setting real goals with the users and owners of the system emphasizes once again the need for good communication and written records. You need to set goals what the owners and users will agree are satisfactory, and you should refer back regularly to your own records to make sure you’re always heading towards those goals.

A somewhat related problem is that there is a tendency to “fight fires”: to attack immediate problems as they occur and defer long-range performance management. This is often self defeating. Tuning and performance management rarely work well on an ad-hoc basis, and the time you spend on immediate solutions simply makes less time available to implement a real, long-term solution. In some cases, the “quick fix” approach may actually make things worse instead of better. It is difficult, but necessary, to make sure the users and management understand that only a carefully implemented performance management plan will effectively solve performance problems.

Watch for Unstated Goals

There are certain goals that everyone will assume exist, so they may not explicitly state them. For example, most projects have to be done on a budget, and on a schedule. Your company may also have other rules or requirements which must be met on all projects. Don’t leave this out of your Project Management plan.  No matter how obvious or basic a goal appears, make it part of your written record.

This can also expressed as “watch out for something ‘everyone knows’, so nobody tells you about it”. For example, everyone in your accounting department may know that a certain audit is run each quarter, and that it places an extra load on the system.  It may be such common knowledge there that they won’t think to tell you about it. This doesn’t mean they are malicious or absent-minded: it’s just that in every field of work some things become so habitual that you don’t normally give any conscious thought to them. As part of Performance Management, you need to know how the system is used, and that may mean digging into the knowledge base of the people who use it. They may not even realize how much they use the system until you take the time to document it. This is another reason for writing everything down: it is important that the people using a system realize how much they are using it, and what they really use it for.

This is often a lot easier said than done. If you work in the computer field and the system is being used for something else (accounting, finance, research, etc.), finding out how it’s actually used can be difficult. Sometimes you have to follow somebody around and make a record of everything they do with the system. You can also ask questions: don’t expect them to know about performance management or tuning, but you can ask them when the use the computer the most, when it seems slow, when they avoid using it because they’ve learned in the past when it’s slow, when they think are the best and worst times are for getting things done, and so on. If that department has some sort of training or orientation program for new employees it may also be a good way to learn just what’s going on there. You can also ask if they have records of how and why the use the system, but unfortunately you can’t often expect their records to be as good as the ones you (hopefully) are now keeping.

Some investigators will request that a number of users log their activity and response times during a specific period, to understand what is occurring, or how the system is being used.

System Accounting

OpenVMS includes an Accounting utility. This will give useful information on various processes, including peak working set sizes, page faults, and I/O statistics. This can be a good way to find out who is using your system, when they’re using it, and how much they’re using it.

System Accounting can also be used to find out if accounts have been given a large enough working set, or if they are often running out of memory, and to compare how an application runs before and after a change, to see the effect of a change.

You do need to enable accounting on your system: it is not turned on by default. Your SYS$STARTUP:SYSTARTUPVMS.COM file should include a command similar to:

$ SET ACCOUNTING /ENABLE = (BATCH, DETACHED, INTER, LOGINFAIL,- MESSAGE, NET, PROC, SUBPROC)
This is what I use on my systems: you will want to tailor it to your system. Normally I do not enable IMAGE accounting system wide, but I get nearly everything else.

Accounting can be enabled on specific images when they are installed, to see what resources they are using (INSTALL ADD /ACCOUNTING image). This can be useful if you are tuning a particular application, or just monitoring it’s use.

$ ACCOUNTING /FULL

INTERACTIVE Process Termination

-------------------------------

Username:          SYSTEM          UIC:               [SYSTEM]

Account:           SYSTEM          Finish time:       12-APR-1996 13:35:13.57

Process ID:        00000458        Start time:        12-APR-1996 13:34:18.09

Owner ID:                          Elapsed time:                0 00:00:55.48

Terminal name:     RTA1:           Processor time:              0 00:00:01.18

Remote node addr:  65381           Priority:          4

Remote node name:  PIRULO          Privilege <31-00>: FFFFFFFF

Remote ID:         LEDERMAN        Privilege <63-32>: FFFFFFFF

Remote full name:

Queue entry:                       Final status code: 00000001

Queue name:

Job name:

Final status text: %SYSTEM-S-NORMAL, normal successful completion

Page faults:             1443        Direct IO:                 49

Page fault reads:          41        Buffered IO:              210

Peak working set:         543        Volumes mounted:            0

Peak page file:          3096        Images executed:           10

$ ACCOUNTING /FULL /TYPE = IMAGE

EDT Image Termination

---------------------

Username:          SYSTEM           UIC:               [SYSTEM]

Account:           SYSTEM           Finish time:       19-MAR-1996 10:16:19.44

Process ID:        000039A5         Start time:        19-MAR-1996 10:16:17.39

Owner ID:                           Elapsed time:                0 00:00:02.05

Terminal name:     RTA1:            Processor time:              0 00:00:00.09

Remote node addr:  65381            Priority:          4

Remote node name:  PIRULO           Privilege <31-00>: FFFFFFFF

Remote ID:         LEDERMAN         Privilege <63-32>: FFFFFFFF

Remote full name:

Queue entry:                        Final status code: 00000001

Queue name:

Job name:

Final status text: %SYSTEM-S-NORMAL, normal successful completion

Page faults:              218        Direct IO:                 11

Page fault reads:           3        Buffered IO:               19

Peak working set:         490        Volumes mounted:            0

Peak page file:          1374        Images executed:           11

Image name: PIRULO$DKA300:[SYS0.SYSCOMMON.][SYSEXE]EDT.EXE

You do have to know the application to apply this information. For example, the SORT / MERGE utility supplied with OpenVMS will almost always try to expand to the maximum working set size in order to use memory to reduce disk I/O; so it will usually appear to run up against the working set maximum size limit.

Accounting can also be used to find frequently invoked images which may not be installed, by enabling Image (task) accounting for the entire system. You need to realize that this will cause a lot of data to be written to the accounting file, so you may want to direct the file off of the system or other heavily used disks, and perform image accounting only during your test measurement period. Once you know what images are being invoked frequently you can combine this information with information from the INSTALL utility to determine if it should be installed, or installed differently than it is. Unless you need to meter every image every user invokes every time (including DCL, SET, SHOW, DIRECTORY, etc.), you will probably want to leave system image accounting turned off during normal operation of the system, and enable image accounting only on certain specific images.

Additional Precautions

Just as ‘computer people’ use a lot of acronyms and slang terms, most other professions and industries have their own terminology. If you have to deal with a group whose field is not your own, be certain to take the time to understand what they’re talking about. Don’t assume that an acronym or slang term means the same thing in some other profession that it does in yours, and don’t be afraid to ask them to explain acronyms and abbreviations. Most people are willing to answer reasonable questions, and if you explain that you need to understand their work to give them the kind of computer support they need, they will probably give you what you need.

Check the Hardware

Repairs Come Before Tuning

Check to make sure your system is actually working correctly.  Check error logs, retry counters, diagnostics, etc. Check the ECO levels on your hardware: if it’s not up to current revision levels, have it updated. Check the versions of your software: if it’s not up-to-date, later versions may correct known performance problems. Check for known conflicts between software packages.

Some operating systems can mask hardware problems, because they will automatically re-try when they encounter an error. This is especially true for disk and tape storage, and network connection errors. Don’t try to tune around a hardware problem.

You may also need to check the configuration of various device controllers, to see if they are set for the best configuration.  Some controllers can operate in more than one mode. As an example: older Ethernet controllers for Q-Bus VAXes had more than one configuration. When first released, they were usually set to one mode. Later releases of the operating system gave better performance if the controller was set to a different mode, but changing the controller settings could easily be overlooked. On PCs, controllers often have different modes (DMA, interrupt, memory mapping, etc.) which offer very different levels of performance. This is an important area to check.

The SHOW ERROR command and the Error Log Analyzer utility (ANALYZE /ERRORLOG on VAX platforms, and DIAGNOSE on Alpha Platforms) are the basic tools for examining system errors; and some ECO levels will also show as errors here. You may also get warning messages when the system first boots if your hardware is not up to the currently supported revision levels.

Sometimes, you have to go out and look at individual pieces of hardware to find the ECO or software revision levels:  for example, the version of software running on HSC, HSZ, and HSJ family controllers can be obtained from the console (enter the SHOW THIS CONTROLLER command and look at the entry under “Firmware”, or RUN VTDPY and look at the “SW:” item on the top line).

Alpha systems have software (firmware) in their console systems which should be kept up-to-date. The Alpha Firmware Update CD-ROMs contain programs you load to update your Alpha console firmware and PAL code, and also to examine and update many controllers. The best way to check the console and PAL code versions is to do a SHOW command at the console prompt, or by booting the update CD-ROM: but you can get a quick check on the console version while running VMS with the DCL commands

$ WRITE SYS$OUTPUT F$GETSYI ("CONSOLEVERSION")

$ WRITE SYS$OUTPUT F$GETSYI ("PALCODEVERSION")

On recent versions of VMS there is an UNSUPPORTED directory below SYS$HELP (logical name SYS$ETC) which contains programs that can interrogate some kinds of disk drives and update their firmware. For some kinds of hardware you may have to run diagnostics or have your support (Field Service) people examine the revision levels.

When you enter a SHOW ERRORS command you will usually see this:

$ SHOW ERROR

%SHOW-S-NOERRORS, no device errors found

or
Device Error Count

PIRULO$DKB300: 1

It’s not unusual for a system to show no errors, but if you do have any a raw error count for each device will be given. However, it’s also possible to get ‘non-serious’ errors, such as tape re-try counts, or to get an error is someone tries to use a disk which has been removed from a StorageWorks shelf. Some devicies log initialization messages, so it’s normal for the ‘error’ count to always be 1. This is another reason why you need to start your performance plan as soon as possible, and to establish a base line: you need to know what is normal for your system.

To obtain more details, the error log analyzer utility is used.

$ ANALYZE /ERROR /SUM /NOFULL

 DEVICE SUMMARY LOGGED BY SID 12000003

                 ERRORS          TIMEOUTS       UCB ERROR   UCB OPERATION

             [HARD]  [SOFT]   [HARD]  [SOFT]      COUNT         COUNT

 _PIRULO$DKA300:

   "OPENVMS062"

                 4.      2.       0.      0.            6.      2344958.

   "OPENVMS070"

                 3.      0.       0.      0.            3.         7917.

            ------- -------  ------- -------  ------------ -------------

    TOTALS       7.      2.       0.      0.            3.         7917.

 V A X / V M S     SYSTEM ERROR REPORT         COMPILED 12-APR-1996 13:29:57

                                                                    PAGE   5.

 SUMMARY OF ALL ENTRIES LOGGED BY SID 12000003

       DEVICE ERROR BIT SET                 32.

       SYSTEM START-UP                      18.

       ERRLOG.SYS CREATED                    1.

       FATAL BUGCHECK                       14.

       TIME-STAMP                           84.

       VOLUME MOUNT                        147.

       VOLUME DISMOUNT                     124.

       DEVICE ATTENTION                     12.

       DATE OF EARLIEST ENTRY           9-FEB-1995 10:39:24.48

       DATE OF LATEST ENTRY            12-APR-1996 13:27:37.33

$ DIAG /TRAN /SUM

 SUMMARY OF ALL ENTRIES LOGGED ON NODE PRFGRP   

     unknown major class       

       New errorlog created                  1. 

       Timestamp                           191. 

       Volume dismount                     206. 

       Crash Re-start                       38. 

       System startup                       49. 

       Volume mount                        351. 

       Hard ECC error                        4. 

       SCSI                                456. 

 DATE OF EARLIEST ENTRY                15-JUL-1996 09:27:50   

 DATE OF LATEST ENTRY                  21-SEP-1998 13:11:21   

Network Management Tools

DECnet keeps counters on lines and circuits, including retries on errors. Other networking products may also keep counters, and routers and other intelligent network interface systems should have some kind of error logging information. If there are problems with the network interface (a ‘heartbeat’ mis-match is one common problem), or there are problems with the communications link, they should show up here. Such problems should be corrected at the source:  you should not try to tune around them. Since re-trying on errors is very common in networking software, problems here are very easily masked.

In addition to error counters, network counters also include information on the amount of data that has been transferred: this can be useful if you are trying to improve performance of an application over the network.

For DECnet, the NCP utility (Phase IV) and NCL utility (Phase V) include a number of SHOW xxx COUNTER commands. UCX (TCP/IP Services for OpenVMS) has several commands, including SHOW INTERFACE /FULL. For other kinds of routing hardware or software you will have to consult the manuals.

$ NCP show kno line count 

Known Line Counters as of 12-APR-1996 13:31:05

Line = SVA-0

      >65534  Seconds since last zeroed

    11947338  Data blocks received

    10215202  Multicast blocks received

           8  Receive failure, including:

                Frame too long

  2394634188  Bytes received

  1924531620  Multicast bytes received

           0  Data overrun

     1824950  Data blocks sent

      104040  Multicast blocks sent

      141341  Blocks sent, multiple collisions

       79167  Blocks sent, single collision

      201061  Blocks sent, initially deferred

   335483778  Bytes sent

     5966839  Multicast bytes sent

          21  Send failure, including:

                Excessive collisions

           0  Collision detect check failure

           0  Unrecognized frame destination

          15  System buffer unavailable

           3  User buffer unavailable

$ NCP show kno cir count 

Known Circuit Counters as of 12-APR-1996 13:31:08

Circuit = SVA-0

      >65534  Seconds since last zeroed

     1703166  Terminating packets received

     1693962  Originating packets sent

           0  Terminating congestion loss

           0  Transit packets received

           0  Transit packets sent

           0  Transit congestion loss

           0  Circuit down

           0  Initialization failure

           2  Adjacency down

           1  Peak adjacencies

     1774773  Data blocks sent

   356861000  Bytes sent

     1981094  Data blocks received

   474905093  Bytes received

           0  Unrecognized frame destination

           0  User buffer unavailable

$ NCP show exec count 

Node Counters as of 12-APR-1996 13:31:17

Executor node = 63.869 (PIRULO)

      >65534  Seconds since last zeroed

     3297892  Bytes received

     3297967  Bytes sent

        9187  Messages received

        9198  Messages sent

          11  Connects received

          11  Connects sent

           3  Response timeouts

           0  Received connect resource errors

           9  Maximum logical links active

           0  Aged packet loss

           0  Node unreachable packet loss

           0  Node out-of-range packet loss

           0  Oversized packet loss

           0  Packet format error

           0  Partial routing update loss

           0  Verification reject

$ NCL SHOW NODE 0 CSMA-CD STATION * ALL COUNTERS 

Node 0 CSMA-CD Station EWA-0

at 1996-04-23-08:56:03.147-04:00I20072005.710

Counters

    Creation Time                     = 1996-04-19-15:45:23.378-04:00Iinf

    Octets Received                   = 2289234977

    Octets Sent                       = 2282075619

    PDUs Received                     = 5812954

    PDUs Sent                         = 5731279

    Multicast Octets Received         = 2460645

    Multicast Octets Sent             = 198605

    Multicast PDUs Received           = 39466

    Multicast PDUs Sent               = 2336

    Initially Deferred PDUs Sent      = 128707

    Single Collision PDUs Sent        = 794833

    Multiple Collisions PDUs Sent     = 418837

    Excessive Collisions              = 2

    Carrier Check Failures            = 0

    Late Collisions                   = 0

    Collision Detect Check Failures   = 0

    Frame Check Errors                = 0

    Frame Size Errors                 = 0

    Send Data Length Errors           = 0

    Alignment Errors                  = 0

    Frames Too Long                   = 0

    Receive Data Length Errors        = 0

    Unrecognized Individual Destination PDUs = 0

    Unrecognized Multicast Destination PDUs = 0

    Data Overruns                     = 0

    Unavailable Station Buffers       = 0

    Unavailable User Buffers          = 0

    Station Failures                  = 0

$ NCL SHOW NODE 0 ROUTING CIRCUIT * ALL COUNTERS 

Node 0 Routing Circuit EWA-0

at 1996-04-23-08:56:03.406-04:00I20072005.710

Counters

    Data PDUs Received                = 5773284

    Data PDUs Fragmented              = 0

    Data PDUs Transmitted             = 5728289

    Segmentation Failure Discards     = 0

    Circuit Changes                   = 1

    Initialization Failures           = 0

    Control PDUs Sent                 = 1241

    Control PDUs Received             = 38265

    Corrupted Hello PDUs Received     = 0

    Creation Time                     = 1996-04-19-15:45:26.478-04:00Iinf

$ NCL SHOW NODE 0 ALL COUNTERS 

Node 0 

at 1996-04-23-08:56:04.336-04:00I20072005.710

Counters

    Creation Time                     = 1995-01-01-08:00:00.000-05:00Iinf

    Renames                           = 2

    Changes of ID                     = 9

    IDROM Check Failures              = 0

    Changes of Address                = 0

$ NCL SHOW NODE 0 SESSION CONTROL ALL COUNTERS 

Node 0 Session Control

at 1996-04-23-08:56:04.579-04:00I20072005.710

Counters

    Creation Time                     = 1996-04-19-15:45:11.326-04:00Iinf

    Access Control Violations         = 0

    Backtranslation Deletions         = 0

    Deleted Maintained Objects        = 0

    Dangling Links                    = 0

    Verification Failures             = 0

$ NCL SHOW NODE 0 ROUTING ALL COUNTERS 

Node 0 Routing

at 1996-04-23-08:56:04.896-04:00I20072005.710

Counters

    PhaseIV Translation Failures      = 0

    Address Unreachable PDUs Discarded = 0

    PDU Format Errors                 = 0

    Unsupported Options               = 0

    Error Reports Generated           = 0

    Creation Time                     = 1996-04-19-15:45:26.242-04:00Iinf

$ UCX SHOW INTERFACE /FULL

Interface: SE0

   IP_Addr: 16.32.80.173      NETWRK: 255.255.255.0     BRDCST: 16.32.80.255

                       Ethernet_Addr: AA-00-04-00-42-FE    MTU:  1500

     Flags: UP BRDCST NOTRL RUN

                                  RECEIVE        SEND

   Packets                       16526537     4237093

     IP packets                   3387309     4171916

     Broadcast IP packets         3534013       59320

     Trailer 1 IP packets               0

     Trailer 2 IP packets               0

     ARP packets                        3        5850

     Broadcast ARP packets        9605212           7

   Drops

     IP packets                         0           0

     ARP packets                        0           0

   Errors

     Hardware                           0           2

     Software                           0           0

   Restarting attempts                  0

   Successful restarts                  0

AGEN$FEEDBACK and AUTOGEN

When you shut down a system, you can capture feedback:  information the system records about the use of certain resources. You can also get this information at any time manually by running a program; or better, by using AUTOGEN, which will also format the information for you in AGEN$PARAMS.REPORT. This report has useful information about actual memory and pool usage, and disk caching statistics for your system while it was running:  it can also warn if the system ran out of certain resources (attempts to allocate those resources failed). This feedback can also be used by AUTOGEN to adjust system parameters, based on how your system was actually being used. It is possible to run AUTOGEN far enough to get the report, but not actually change your system: you can consult the manuals or use the command @SYS$UPDATE:AUTOGEN HELP to obtain a summary of the various AUTOGEN phases.

[Sample of AGEN$FEEDBACK.DAT]

FEEDBACK_NODE = "PIRULO  "

FEEDBACK_SID = 301989891

FEEDBACK_TIME = " 1-APR-1996 14:17:24.40"

FEEDBACK_UPTIME = 268041

PROCESSES_PEAK = 36

LOCKS_INUSE = 290

LOCKS_PEAK = 1024

RESOURCES_INUSE = 265

LOCKIDTBL_MAX_CUR = 65535

LNMSHASHTBL_CUR = 512

LNMSHASHTBL_INUSE = 414

MAXPROCESSCNT_CUR = 90

GBLPAGES_CUR = 102400

GBLSECTIONS_CUR = 1024

LOCKIDTBL_CUR = 1024

RESHASHTBL_CUR = 300

PAGEDYN_INUSE = 380592

PAGEDYN_CUR = 1093120

PAGEDYN_ALLOCFAIL = 0

PAGEDYN_ALLOCFAILPAGES = 0

PAGEDYN_REQUESTS = 107140

NPAGEDYN_CUR = 1667584

NPAGEDYN_PEAK = 1667584

NPAGEDYN_ALLOCFAIL = 0

NPAGEDYN_ALLOCFAILPAGES = 0

NPAGEDYN_REQUESTS = 14989

GBLPAGES_PEAK = 43084

GBLSECTIONS_PEAK = 379

DINDXHITS = 77332

DINDXATTEMPTS = 81535

DIRHITS = 62936

DIRATTEMPTS = 66405

HDRHITS = 65647

HDRATTEMPTS = 86317

FIDHITS = 3748

FIDATTEMPTS = 3833

EXTHITS = 13428

EXTATTEMPTS = 13694

QUOHITS = 0

QUOATTEMPTS = 0

MAPHITS = 219

MAPATTEMPTS = 518

ACP_DIRCACHE_CUR = 162

ACP_DINDXCACHE_CUR = 40

ACP_HDRCACHE_CUR = 162

ACP_MAPCACHE_CUR = 8

ACP_EXTCACHE_CUR = 64

ACP_QUOCACHE_CUR = 90

ACP_FIDCACHE_CUR = 64

SWAPFILE1_NAME = "SYS$SYSTEM:SWAPFILE.SYS"

SWAPFILE1_PEAK = 0

PAGEFILE1_NAME = "SYS$SYSTEM:PAGEFILE.SYS"

PAGEFILE1_PEAK = 21597

[Sample of AGEN$PARAMS.REPORT]

AUTOGEN Parameter Calculation Report on node: PIRULO

  This information was generated at 28-MAR-1996 11:26:35.87

  AUTOGEN was run from SAVPARAMS to SETPARAMS - default execution specified

Processing Parameter Data files

-------------------------------

Feedback information was collected on 28-MAR-1996 11:26:35.05

  Old values below are the parameter values at the time of collection.

  The feedback data is based on 1076 hours of up time.

  Feedback information will be used in the subsequent calculations

Parameter information follows:

------------------------------

MAXPROCESSCNT parameter information:


Feedback information.


   Old value was 90, New value is 90


   Maximum Observed Processes: 40


Override Information - parameter calculation has been overridden.


   The calculated value was 70.  The new value is 90.


   MAXPROCESSCNT is not allowed to be less than 90.

NPAGEDYN parameter information:


Feedback information.


   Old value was 1339904, New value is 1667584


   Maximum observed non-paged pool size: 1667584 bytes.


   Non-paged pool request rate: 0 requests per 10 sec.


Override Information - parameter calculation has been overridden.


   The calculated value was 1585664.  The new value is 1667584.


   NPAGEDYN is not allowed to be less than 1667584.

ACP_DIRCACHE parameter information:


Feedback information.


   Old value was 162, New value is 162


   Hit percentage: 99%


   Attempt rate: 3 attempts per 10 sec.

PQL_DPGFLQUOTA parameter information:


Override Information - parameter calculation has been overridden.


   The calculated value was 16400.  The new value is 32768.


   PQL_DPGFLQUOTA is not allowed to be less than 32768.


PQL_MPGFLQUOTA has been increased to accomodate the working set


requirements of PQL_MWSEXTENT.

SWAPFILE information:


Feedback information.


   Old value was 13500, New value is 13500


   Maximum observed usage: 2880


Override Information - parameter calculation has been overridden.


   The calculated value was 8900.  The new value is 13500.


   SWAPFILE calculation has been set to current size by user.


SWAPFILE will not be modified.

When you do make changes, do not change the system parameters directly: you can run into problems because there are interrelationships between various parameters, and because this method leaves no record of what was changed. You should instead use the recommended procedure of editing MODPARAMS.DAT and invoking AUTOGEN:  the procedure knows about complicated interrelations between various SYSGEN parameters which are important. You will also want to keep copies of MODPARMS.DAT as part of your written records, and you should put comments in MODPARAMS.DAT.

The AUTOGEN procedure can make some good changes based on system feedback: but it won’t know how your applications run or how your users see the operation of the system, so you may have to give it some guidance. Generally the best approach is to use the MIN_ and MAX_ qualifiers on parameters, so you can guide AUTOGEN without inadvertently stopping it from making adjustments based on the setting of other parameters. (This recommendation does not include certain parameters, such as SCSSYSTEMID, SCSNODE, ALLOCLASS, DISKQUORUM, WINDOWSYSTEM, and others which must be set to fixed values.)

MODPARAMS.DAT [sample 1]

MIN_GBLPAGES = 102400

MIN_GBLSECTIONS = 1024

MIN_LNMSHASHTBL = 512

    LOCKDIRWT = 0

MIN_LOCKIDTBL = 1024

MIN_MAXPROCESSCNT = 90

    MSCP_LOAD = 0

    MSCP_SERVE_ALL = 0

MIN_NPAGEDYN = 1667584

MIN_PAGEDYN = 1065472

MIN_RESHASHTBL = 300

    SCSNODE = "PIRULO"

    SCSSYSTEMID = 65381

    SWAPFILE = 0

    VAXCLUSTER = 0

    VOTES = 1

    WINDOW_SYSTEM = 1

Organizing MODPARAMS.DAT this way makes it possible to sort on parameter name: but there are no comments. One way to add comments is as follows:

!MIN_IRPCOUNT=2245

! increase for VMS 5.2 T. Hickman 17-Jan-90

MIN_LRPCOUNT=12


! increase for PSI B. Z. Lederman 17-Aug-89

MIN_GBLSECTIONS=350

! For Rdb 3.0A B. Z. Lederman
14-Aug-89

!MIN_NPAGEDYN=600000

MIN_NPAGEVIR=1100000

!MIN_PAGEDYN=200000

MIN_VIRTUALPAGECNT=33000

!

! Proposed changes 6-Mar-1990 B. Z. Lederman

!

ACP_QUOCACHE = 0

! disk quotas not used

MIN_CLISYMTBL = 500

! command interpretor symbol table

MIN_LNMSHASHTBL = 1024

! fast logical name table lookup

MIN_SRPCOUNT = 7000

! feedback plus observation

MIN_IRPCOUNT = 4000

! feedback plus observation

MIN_PAGEDYN = 300000

! feedback

MIN_NPAGEDYN = 750000

! feedback

A Hint for Alpha Systems:

Both the VAX and Alpha start with initial values for paged and non-paged dynamic memory (pool), and will expand these memory regions if necessary: however, different algorithms are used on the two systems. On the VAX, there is usually only a small penalty for expanding pool. On the Alpha, there is a significant performance penalty for operating out of an expanded pool region. If feedback shows that pool is being expanded while your system is running, use MODPARAMS.DAT and AUTOGEN to increase it. Since increasing pool usually involves only tens or hundreds of thousands of bytes of memory, and systems now usually have tens or hundreds of millions of bytes (or even billions of bytes) of memory, pool is an area where you can afford to be a little generous to avoid a potential performance penalty.

This is one reason why you should check the manuals regularly, even if you’ve used the system or similar systems for some time: systems which appear identical may have internal differences.

This also demonstrates what could be called either a “cost vs. benefit” analysis, or a “common sense” factor. If pre-allocating a resource is cheap (which could mean terms of dollars, or in terms of available resources) and low risk, and has a high potential benefit, it’s usually better to err on the side of having too much rather than too little. The more expensive a resource is, the more careful you have to be about allocating it. In the above example, if instead of OpenVMS you are configuring an MS-DOS system and are trying to fit in resident programs, a difference of thousands of bytes of low memory can be very significant when you only have 640 thousand bytes of memory to begin with: so you have to be much more critical of what you install, and where it goes.

On the other hand, the shortage of a particular resource can have serious consequences. Set MAXPROCESSCNT too low on an OpenVMS system and you may not be able to run all of the processes you need for the system to do everything it should:  fail to install some program or resource and your application, or perhaps the system itself, may not run at all. If this is the case, then you have to allocate those resources regardless of cost. And in all cases, you need to evaluate the effect of the changes you make and determine if they should be retained.

This further demonstrates that most tools only give you raw data:  you will usually have to interpret this data to determine what has to be done on the system.

SHOW MEMORY

Many of the OpenVMS SHOW commands can be very useful. SHOW MEMORY can show you if you’re running out of certain memory resources, such as process slots. SHOW MEMORY /POOL /FULL will also tell you if you’re expanding dynamic memory (pool:  see the hint given before under AUTOGEN).

$ SHOW MEMORY

              System Memory Resources on 12-APR-1996 13:40:04.11

Physical Memory Usage (pages):     Total        Free      In Use    Modified

  Main Memory (32.00Mb)            65536       24664       38227        2645

Virtual I/O Cache Usage (pages):   Total        Free      In Use     Maximum

  Cache Memory                      4878           9        4869       41688

Slot Usage (slots):                Total        Free    Resident     Swapped

  Process Entry Slots                 90          58          32           0

  Balance Set Slots                   81          51          30           0

Dynamic Memory Usage (bytes):      Total        Free      In Use     Largest

  Nonpaged Dynamic Memory        1667584      272128     1395456       29888

  Paged Dynamic Memory           1093120      712032      381088      709184

Paging File Usage (pages):                      Free  Reservable       Total

  DISK$OPENVMS070:[SYS0.SYSEXE]SWAPFILE.SYS                                     

                                               13496       13496       13496

  DISK$OPENVMS070:[SYS0.SYSEXE]PAGEFILE.SYS                                     

                                               97556       41280      120000

Of the physical pages in use, 11216 pages are permanently allocated to OpenVMS.

$ SHOW MEMORY /POOL /FULL

              System Memory Resources on 12-APR-1996 13:38:50.84

Nonpaged Dynamic Memory      (Lists + Variable)

    Current Size (bytes)       1667584    Current Total Size (pages)    3257

    Initial Size (NPAGEDYN)    1667584    Initial Size (pages)          3257

    Maximum Size (NPAGEVIR)    6670336    Maximum Size (pages)         13028

    Free Space (bytes)          273856    Space in Use (bytes)       1393728

    Size of Largest Block        29696    Size of Smallest Block          64

    Number of Free Blocks         1228    Free Blocks LEQU 64 Bytes      123

    Free Blocks on Lookasides      986    Lookaside Space (bytes)     162560

Paged Dynamic Memory         

    Current Size (PAGEDYN)     1093120    Current Total Size (pages)    2135

    Free Space (bytes)          712032    Space in Use (bytes)        381088

    Size of Largest Block       709184    Size of Smallest Block          16

    Number of Free Blocks           53    Free Blocks LEQU 64 Bytes       50

INSTALL

INSTALL LIST /FULL will not only tell you what images are installed on your system, and how they were installed; it will also tell you how many times each image was run, and the maximum number of shared users. This is good information on how your system is being used; and combined with image accounting, can tell you if additional images should be installed.

Do not be too concerned if an installed image isn’t run often: unless your system is fantastically short of memory, the small amount of memory used to install the image is more than compensated for by reduced disk I/O. In addition, some images must be installed to have the proper privileges, or to be accessible from other images or programs. Don’t de-install any image installed by a Compaq startup command procedure (especially the OpenVMS startup procedure) unless you are certain you know what you are doing and don’t mind taking a chance on ‘messing-up’ your system (and are willing to take the responsibility for running an un-supported configuration).

On the other hand, you may find that on your particular system there are some Compaq or vendor supplied images, or images from your own programs, that are not installed that could be installed to improve performance.

INSTALL LIST /GLOBAL /SUMMARY will tell you how many global sections and pages you are using:  you can then compare this with the number allocated by the system to see if you need more.

$ INSTALL LIST /GLOBAL /SUMMARY


Summary of Local Memory Global Sections

    377 Global Sections Used,  43084/59316 Global Pages Used/Unused

$ INSTALL LIST /FULL

DISK$OPENVMS070:<SYS0.SYSCOMMON.SYSEXE>.EXE

   COPY;1           Open Hdr Shar 

        Entry access count         = 206

        Current / Maximum shared   = 0 / 2

        Global section count       = 1

   DCL;1            Open Hdr Shar          Lnkbl 

        Entry access count         = 502

        Current / Maximum shared   = 10 / 16

        Global section count       = 1

   DELETE;1         Open Hdr Shar 

        Entry access count         = 1317

        Current / Maximum shared   = 0 / 3

        Global section count       = 1

   DIRECTORY;1      Open Hdr Shar 

        Entry access count         = 1127

        Current / Maximum shared   = 0 / 3

        Global section count       = 1

Application Statistics

Some applications can tell you how they are using system resources:  the SORT / MERGE utility is one example. You can use this information to tell you if changing system or account parameters has improved performance under a specific test.

If you are writing your own applications, consider putting in some internal counters. It’s usually easier to tell what an application is doing from the ‘inside’ than it is to tell from the ‘outside’. The overhead from a reasonable number of counters is very small, though you will probably want a method to turn the reporting of such statistics on and off. Many languages have built-in functions to obtain performance information, and nearly all should be able to call OpenVMS RTL functions which can supply system usage information:  some useful routines are LIB$INIT(TIMER, LIB$SHOW(TIMER, LIB$SHOW(VM, LIB$STAT(TIMER, LIB$STAT(VM, SYS$GET(ALIGN(FAULT(DATA, SYS$START(ALIGN(FAULT(REPORT, $GETJPI, and $GETSYI. In DCL command procedures, F$GETJPI and F$GETSYI can be very useful.

$ SORT /STAT /NODUP input.file output.file

                  OpenVMS VAX Sort/Merge Statistics

Records read:        1634          Input record length:      512

Records sorted:      1634          Internal length:          512

Records output:      1634          Output record length:     512

Working set extent: 16400          Sort tree size:          1636

Virtual memory:      2439          Number of initial runs:     0

Direct I/O:            31          Maximum merge order:        0

Buffered I/O:          11          Number of merge passes:     0

Page faults:         1892          Work file allocation:       0

Elapsed time: 00:00:01.09          Elapsed CPU:      00:00:00.72

$ exit

  LEDERMAN     job terminated at 12-APR-1996 14:02:39.11

  Accounting information:

  Buffered I/O count:              54         Peak working set size:    2773

  Direct I/O count:                43         Peak page file size:      5075

  Page faults:                   2393         Mounted volumes:             0

  Charged CPU time:           0 00:00:01.25   Elapsed time:     0 00:00:01.97

Disk File Optimizer / Defragment

There is a layered product from Compaq called the Disk File Optimizer or Defragment (called DFG on the layered products kit). To get the full functionality a license is required:  however, you can run the fragmentation report utility portion without a license if you want to find out how fragmented your disks are.

There are also third party defragmentation utilities, and there is a utility in the DECUS Freeware and Symposia collections.

                   F r a g m e n t a t i o n    R e p o r t

DISK$USER                                             21-SEP-1998 13:30:17.82

The fragmentation index is 63.5

      1 - 20.9 is excellent

     21 - 40.9 is good

     41 - 60.9 is fair

     61 - 80.9 is poor

     81 - 100 indicates a badly fragmented disk

Approximately 43.5 (out of 80.0 possible) is due to file fragmentation

Approximately 20.0 (out of 20.0 possible) is due to freespace fragmentation

Freespace Summary:


Total free space:       1130000 blocks


Percentage free:             27 (rounded)


Total free extents:        9611


Maximum free extent:      43696 blocks, LBN: 2870672


Minimum free extent:         16 blocks, LBN: 1363280


Average free extent:        117 blocks


Median free extent:          16 blocks

File Fragmentation Summary:


Number of files (with some allocation):  16684


Total file extents on the disk:          21789


Average number of file extents per file: 1.305982


Median number of file extents per file:  1

Most Fragmented File:


[PUBLIC]V71TQECRASH.DMP;1 (553 extents)

           F i l e    F r a g m e n t a t i o n    H i s t o g r a m

Extent

Count

------

           |

 17 To 553 |  (50)

        16 |  (3)

        15 |  (13)

        14 |  (5)

        13 |  (7)

        12 |  (6)

        11 |  (5)

        10 |  (12)

         9 |  (13)

         8 |  (13)

         7 |  (14)

         6 |  (28)

         5 |  (36)

         4 |  (57)

         3 |  (150)

         2 | *** (1405)

         1 | ****************************** (14867)

           +---------------------------------------

            Number of files with a given number of extents

                Each * corresponds to 500 files

             V o l u m e    F r e e s p a c e    H i s t o g r a m

Freespace

Size

(LBNs)

---------

               |

 1744 To 43696 |  (98)

 1088 To  1712 | * (100)

  800 To  1072 | * (101)

  608 To   784 | * (100)

  464 To   592 | * (109)

  384 To   448 | * (105)

  320 To   368 | * (104)

  256 To   304 | * (113)

  208 To   240 | * (108)

  160 To   192 | * (143)

  128 To   144 | * (148)

           112 | * (110)

            96 | * (131)

            80 | * (113)

            64 | * (217)

            48 | * (273)

            32 | **** (714)

            16 | ********************************** (6824)

               +------------------------------------------

                Number of freespace extents of a given size

                Each * corresponds to 200 freespace extents

MONITOR

OpenVMS includes the MONITOR utility, which can show a wide variety of items in real time. It has both an active display to any VT100 or newer terminal, and the ability to record data to files (text and binary). It can also play back and process previously recorded data, so you can capture data and then review it using different display options.

There is a lot more to this utility than you might think if you’ve only seen MONITOR SYSTEM on a terminal, and it’s well worth investigating if you’re going to be running performance tests or doing any kind of trouble-shooting. The few illustrations I can include here show only a small portion of what the utility can do, and don’t show the binary data collection portion at all.

Just to list some of it’s capabilities, MONITOR can show several kinds of cluster communications and activities; DECnet, Disk, general I/O, MSCP Server, and several kinds of locking; show the system Modes and States; a variety of File System and RMS activities; or all classes together. It can monitor processes by the rate at which they consume various resources, such as CPU, Faults, Direct I/O or Buffered I/O, and it can collect statistics showing maximums, minimums, and averages. It will store the data as ASCII text or binary data, and it can analyze stored data to provides summaries and reports. You can control the length of time it collects information, and the interval between samples.

I am not going into too much detail on this utility here because it’s fairly easy to learn from the manuals, or even the HELP files; and because there is so much that MONITOR can do that an entire session has been created to cover it. But I will repeat here that it is well worth the effort to learn more about MONITOR if you’re not already familiar with it.

                           PAGE MANAGEMENT STATISTICS

                                 on node PIRULO

                             2-MAY-1996 15:15:22.23

                                       CUR        AVE        MIN        MAX

    Page Fault Rate                   4.80      89.61       4.80     185.57

    Page Read Rate                    0.00       4.83       0.00      19.60

    Page Read I/O Rate                0.00       0.48       0.00       1.96

    Page Write Rate                   0.00       0.00       0.00       0.00

    Page Write I/O Rate               0.00       0.00       0.00       0.00

    Free List Fault Rate              3.84      12.07       2.94      22.33

    Modified List Fault Rate          0.00       9.17       0.00      31.73

    Demand Zero Fault Rate            0.96      66.66       0.96     133.98

    Global Valid Fault Rate           0.00       1.20       0.00       4.80

    Wrt In Progress Fault Rate        0.00       0.00       0.00       0.00

    System Fault Rate                 0.00       0.00       0.00       0.00

    Free List Size                25444.00   25501.75   25444.00   25620.00

    Modified List Size              521.00     495.00     452.00     521.00

                            OpenVMS Monitor Utility

                             I/O SYSTEM STATISTICS

                                 on node PIRULO

                             2-MAY-1996 15:15:23.26

                                       CUR        AVE        MIN        MAX

    Direct I/O Rate                   0.00       0.19       0.00       0.96

    Buffered I/O Rate                 0.00       1.74       0.00       2.94

    Mailbox Write Rate                0.00       0.00       0.00       0.00

    Split Transfer Rate               0.00       0.00       0.00       0.00

    Log Name Translation Rate         8.73       7.93       6.86       8.73

    File Open Rate                    0.00       0.00       0.00       0.00

    Page Fault Rate                   3.88      72.34       3.88     187.50

    Page Read Rate                    0.00       3.86       0.00      19.60

    Page Read I/O Rate                0.00       0.38       0.00       1.96

    Page Write Rate                   0.00       0.00       0.00       0.00

    Page Write I/O Rate               0.00       0.00       0.00       0.00

    Inswap Rate                       0.00       0.00       0.00       0.00

    Free List Size                25440.00   25489.40   25440.00   25620.00

    Modified List Size              525.00     501.00     452.00     525.00

                            OpenVMS Monitor Utility

                           FILE PRIMITIVE STATISTICS

                                 on node PIRULO

                             2-MAY-1996 15:15:24.30

                                       CUR        AVE        MIN        MAX

    FCP Call Rate                    65.38      11.09       0.00      65.38

    Allocation Rate                   0.00       0.16       0.00       0.96

    Create Rate                       0.00       0.00       0.00       0.00

    Disk Read Rate                    0.00       0.00       0.00       0.00

    Disk Write Rate                  13.46       2.41       0.00      13.46

    Volume Lock Wait Rate             0.00       0.00       0.00       0.00

    CPU Tick Rate                    16.34       2.89       0.00      16.34

    File Sys Page Fault Rate          0.00       0.96       0.00       5.76

    Window Turn Rate                  0.00       0.00       0.00       0.00

    File Lookup Rate                 50.96       8.52       0.00      50.96

    File Open Rate                    0.00       0.00       0.00       0.00

    Erase Rate                        0.00       0.00       0.00       0.00

Node: PIRULO                OpenVMS Monitor Utility      2-MAY-1996 15:15:31

Statistic: CURRENT             SYSTEM STATISTICS

                                                     Process States

          + CPU Busy (5)            -+         LEF:     7      LEFO:     0

          |*                         |         HIB:    25      HIBO:     0

CPU     0 +--------------------------+ 100     COM:     0      COMO:     0

          |                          |         PFW:     0      Other:    1

          +--------------------------+         MWAIT:   0

          Cur Top:  (0)                                  Total: 33

          + Page Fault Rate (3)     -+         + Free List Size (25421)  -+

          ||                         |         |************              | 54K

MEMORY  0 +--------------------------+ 100   0 +--------------------------+

          |                          |         |***                       | 3800

          +--------------------------+         + Modified List Size (544) +

          Cur Top:  (0)

          + Direct I/O Rate (0)     -+         + Buffered I/O Rate (0)   -+

          |                          |         |                          |

I/O     0 +--------------------------+ 60    0 +--------------------------+ 150

          |                          |         |                          |

          +--------------------------+         +--------------------------+

          Cur Top:  (0)                        Cur Top:  (0)

DECamds

DECamds is a product set that collects data on various nodes, analyzes it, and displays it. It used to be a layered product, but it no longer requires a separate license. For releases up to V7.0 you need a cluster license, but many workstation licenses are sufficient at least for the analyzer. Starting with V7.1 of OpenVMS, any valid VMS license is sufficient, and a cluster license is no longer needed. This kit will also install on many previous versions of OpenVMS:  and it is generally best to run the newest version of DECamds you can on all systems, to insure compatibility. You do have to look for it on the distribution kit, and install it:  it is not included in a default OpenVMS installation.

The product has two parts. There is a Data Provider, which you install and run on all of the systems in your network you wish to monitor or analyze. There is also a Data Analyzer, which collects the data from all of the providers, analyzes it, and displays it. You need a Workstation with DECwindows Motif, or an X-Terminal, to display the output of the Data Analyzer. The analyzer itself requires a moderate amount of processing power, which depends on the number of other systems being analyzed:  a VAXstation 3100 with 16MB of memory is the recommended minimum for small numbers of systems. (You may be able to do some data collection without a workstation, depending on your configuration.)

There are real-time displays of all of the systems being monitored (which you can control) that display various items such as CPU and memory usage, and I/O rates. There is also an error or information display which will give you warnings about low free memory, low disk space or page and swap file space, resource hash table utilization, and other resource utilization. Data collection can be set up so that warnings about possible system problems will automatically go into this log.

Something else DECamds can often do is monitor a “hung” system. If the data provider was started up, the data analyzer can often attach to and display information about a system which is not responding to user terminals or other programs. This can be useful in finding and correcting the problem with the system. It is also possible to perform a number of “fixes” with DECamds, including suspending or deleting a process, changing it’s working set, adjusting quorum, or even crashing a node (to get the crash dump to analyze), and it will do this on remote systems if the privileges have been set up to allow it.

There is a significant difference between DECamds and the other tools mentioned previously. With the other tools, you usually have to go out and interrogate the system to obtain data, and then interpret it. DECamds can also work this way; but in addition you can also set it up so that it regularly monitors systems and receives data about significant events, and issues warnings about possible problems when they occur. DECamds also provides some interpretation of the data rather than just numbers, though it does have to have some numbers internally for comparison. The example I show here used the defaults supplied with the product for thresholds (disk space, I/O rates, etc.), but you can change them to suit your own installation.

Although some investment in resources and in time spent learning the product will be needed, DECamds can be very useful for monitoring many systems at once (either individual systems or members of a cluster), and it can be set to automatically send you warnings if resources are falling short of desired margins. The graphical user interface which displays information on systems is easy to use:  for most operations you simply point and click on the item to investigate, and it will come up in more detail in it’s own window. There is also built in context sensitive help, selected by the menu in each window.

The Installation Guide and New Features manuals are included in electronic form with the distribution kit. The User’s Guide and Version 1 Release Notes are included in the On-line Documentation CD-ROM kit, and the User’s Guide is included with some paper documentation kits.

Time 
    Sev 
 Event

Opening DECamds Event Log on date/time: 17-APR-1996 10:32:17.05

10:32:23.70 80 LOMEMY, WRKHRD free memory is low

10:32:42.31 30 RESDNS, SPLEFX resource hash table dense 142% full (1461 resources, hash table size 1024)

10:32:54.19 75 HIHRDP, WRKHRD hard page fault rate is high

10:32:38.86 60 HIBIOR, SPLEFX buffered I/O rate is high

10:32:59.22 60 HINTER, WRKHRD interrupt mode time is high

10:32:43.87 60 HIBIOR, WRKHRD buffered I/O rate is high

10:35:33.83 60 DSKMNV, ABNRML $10$DKB100($10$DKB100) disk mount verify in progress

10:35:33.84 60 DSKOFF, SAILOR $4$DRA0((SAILOR)) is offline

10:35:33.86 60 DSKMNV, HEEBEE $10$DKB100($10$DKB100) disk mount verify in progress

10:42:32.13 60 PRBIOR, WRKHRD AMDS$COMM Buffered I/O rate is high

10:42:27.09 80 LOMEMY, WRKHRD free memory is low

10:42:27.09 60 HIBIOR, WRKHRD buffered I/O rate is high

10:43:13.48 30 RESDNS, SPLEFX resource hash table dense 142% full (1461 resources, hash table size 1024)

10:43:16.10 100 PTHLST, SAILOR path lost, uptime was   0 17:55:09.69 

10:43:20.12 60 LOVLSP, DECAMDS DSA65(DATA2) disk volume free space is low

10:43:20.12 60 LOVLSP, DECAMDS DSA42(DATA1) disk volume free space is low

10:43:12.44 60 HIBIOR, SPLEFX buffered I/O rate is high

10:43:26.95 60 HIBIOR, WRKHRD buffered I/O rate is high

10:44:07.21 60 HIBIOR, WRKHRD buffered I/O rate is high

10:44:47.55 60 HIBIOR, WRKHRD buffered I/O rate is high

10:45:27.31 60 HINTER, SPLEFX interrupt mode time is high

10:46:46.79 65 HIPWTQ, WRKHRD many processes waiting in COLPG, PFW or FPG

10:46:46.79 75 HIHRDP, WRKHRD hard page fault rate is high

10:46:46.79 60 HINTER, WRKHRD interrupt mode time is high

10:46:51.83 60 PRPIOR, WRKHRD DECW$MWM Paging I/O rate is high

10:46:51.83 60 PRPIOR, WRKHRD SECURITY_SERVER Paging I/O rate is high

10:46:46.79 60 HIBIOR, WRKHRD buffered I/O rate is high
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Other Sources of Tools

There are a number of free (no fee required to run) tools available. Some are distributed on the Freeware CD; many more are available through DECUS, particularly the DECUS Library collections and SIG tapes (which are also on CD-ROM). Just as one example, I mentioned that MONITOR can record data in a binary file, and System Accounting does this as well. I’ve written programs that convert this binary data from it’s VMS-specific format to more general formats that make it easier to read, and have submitted them to the various CD-ROM collections for use as examples. I’ve also submitted procedures (some Datatrieve, some DCL, some using C or Fortran) to reformat the output of the INSTALL /LIST /FULL command, the output of SYSGEN SHOW /ALL, and other commands, into reports or file formats I find more useful.

There are also other system analysis and measurement tools, Network monitoring tools, useful command procedures, and much more available. The DECUServe system is also a very useful resource for finding and evaluating tools, and obtaining information and advice.

Recent developments / Looking to the Future

While the future is difficult to predict, there are some short-term and long term changes that can be considered.

Performance API

The MONITOR utility shown before uses an interfact into the operating sytem to collect data.  For some time, people have wanted to write their own programs to collect data when the MONITOR utility didn’t exactly suit their needs.  However, the interface was never documented, so people had to use it at their own risk: or else they had to write their own “inner mode” code, which is also risky. Recently, the interface was re-examined to see if it could be documented, and it was found that there were some very good reasons why it could not and should not be documented. However, the need for people to obtain this information was recognized by OpenVMS engineering.  The solution is to implement a new documented and supported program interface into OpenVMS which will give users access to performance counters.  This interface is based on the existing interface to reduce the amount of development time needed and to make it easy for people who used the old interface in the past to move to the new one: but it also corrects a number of problems with the old interface, and it incorporates feedback from users and providers of third-party performance products. Also, not changing the old interface avoids the problems of ‘breaking’ MONITOR.

It is only the interface: you have to write your own programs to use it.

SYS$GETRMI  [efn] ,[nullarg] ,[nullarg] , itmlst ,[iosb] ,[astadr] ,[astprm]
RMI$_FRLIST number of pages on the freelist.

RMI$_MODLIST number of pages on the modified page list.

RMI$_FAULTS number of pages faults per second

RMI$_PREADS number of pages read.

RMI$_PWRITES number of pages written.

RMI$_PWRITIO physical page write I/O's.

RMI$_PREADIO physical page read I/O's.

(and more, this is just a sample)

Where are systems heading?
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This is part of a table that appeared in Computer Technology Review Storage Inc. Quarter 1 2000, and also showed drive capacity, areal density, etc. The RAMAC drive is a special case, but the rest of the drives are normal consumer production products. The figure for the year 2000 was an estimate, which has proven to be fairly accurate for 15,000 RPM drives currently in production. I thought it would be interesting to compare this with the improvements in computers during the same time, so I went through some of my old books and processor handbooks and compiled the following:
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Looking at what has happened since the mid 1960s:

 Drive Capacity increased by a factor of more than 6,000.

CPU Performance increased by a factor of at 3,000, and when word size and other factors are included it’s probably closer to a factor of 15,000.

Drive Performance increased by a factor of 9.

This shows quite clearly that CPU and Memory performance increase at a faster rate than does disk I/O, and I/O probably won’t catch up any time soon because CPU and memory are electronic, while disks are partically mechanical. I/O bottlenecks will probably be the primary area of concern for most users.

Of course, disk I/O is not kind of I/O: networks are important, and will probably also grow in importance.  However, networks have already improved by a factor of at least 100 since the mid-1980s, and will continue to improve. Because they are electronic, they are easier to improve in speed than mechanical devices. It is also generally easier to improve network bandwidth through parallel paths than to do the same thing to disk bandwidth.

TANSTAAFL

This famous acronym stands for “There ain’t no such thing as a free lunch”. There was a time when you could ‘throw hardware’ at the problem, and be fairly certain of a performance upgrade. For many users, this isn’t true anymore.  While it’s certainly true that hardware continues to improve, for many applications it is also necessary to work on the application design and implementation in order to take advantage of the new hardware. 

Also note that it’s not just the “big” systems that require careful planning. A modern desktop alpha such as the DS10 or DS20 takes up nor more space than a VAXstation 4000 VLC did a few years ago. The Alpha can be connected to several towers full of disks and serve them without exhausting CPU capacity, something that would not have been true of the VAX.

OpenVMS engineering is working on some of these limitations, with improvements in Shadowing, FastPath, locking, disk caching, cluster interconnects and storage solutions. However, there is only so much the operating system can do: a lot will still depend on a performance manager who knows the application and system.

How Many Bottlenecks are there?

It used to be generally considered that there were three bottlenecks: CPU (the number of instructions per second that could be executed), disk I/O, and the amount of memory available on the system. For some systems, there is a forth bottleneck showing up, and that is memory bandwidth: this is particularly true for large multi-processor systems. Not many users have encountered this yet, but as more people move to multi-processor systems this will become more of a concern. OpenVMS Engineering is developing tools and presentations to assist customers with this issue.

Code Review

Something else that we are seeing is that not all code scales well. Some people have developed their own locking or synchronizing schemes, and they’ve tested them and found they worked well on the systems they had in the past. Unfortunately, some of them do not scale well when going to faster processors, or when increasing the number of processors: code that runs well on a system with four 200 MHz processors may be very disapointing on a system with sixteen 800 MHz processors. This is not to say that all code is bad: it’s just a reminder that code should be reviewed when there is a major change in system capability.

Something else that we have seen is that code that worked well for years stops working when faster or more CPUs are installed. Faster systems and SMP systems can expose programming that depended on the time code took to execute (whether the programmer realized it or not), and can expose problems where variables are shared. A prime example is not checking status on system calls, and sharing status blocks. For many system calls (such as GETRMI shown earlier), checking the status of the call issue is marked as ‘optional’, and the IOSB (I/O status block, though it’s used for more than just I/O) is also marked as ‘optional’.  If you want your code to scale, you should assume these variables are manditory, and you should always check the status after the call. You also should not share status blocks between calls, because when you go to systems which are faster or have more processors the calls may not complete in the order you expect.

Keep your tools up-to-date

The compilers and other tools needed to build applications are being improved to incorporate changes and new capabilities in the hardware, so if you want to receive the most value from your hardware you need to keep the software up-to-date.
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